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**RESUMEN**

Para el desarrollo y elaboración de este trabajo, “MODELO POBLACIONAL CON ALGORITMOS GENÉTICOS”, he hecho una investigación de una rama de la inteligencia artificial, así como son los algoritmos genéticos. Lo que se desea es implantar un modelo de crecimiento poblacional mediante el uso de estos como una herramienta en la simulación.

En el primer capítulo presento en forma muy general los aspectos que envuelven los algoritmos genéticos, parto de la necesidad de optimizar mostrando las ventajas y desventajas de utilizar los algoritmos genéticos, así como su historia y posibles aplicaciones.

En el segundo capítulo he cubierto detalladamente todo lo que pude investigar sobre la teoría de los algoritmos genéticos, esto es, sus fundamentos matemáticos, tipos de algoritmos genéticos, representación del mismo, partes y operadores más importantes de los algoritmos genéticos. Con esto quiero dejar un trabajo sobre los algoritmos genéticos que pueda ser consultado y satisfaga realmente las necesidades. Además se presenta una pequeñísima comparación con otros métodos de programación evolutiva, tales como los algoritmos genéticos paralelos, también llamados algoritmos meméticos, los sistemas de redes neuronales artificiales, y los autómatas celulares.

En el tercer capítulo hago un estudio de los principales modelos de crecimiento poblacional, que son aplicados tanto a humanos como a animales, luego propongo un modelo basado en el paradigma de los algoritmos genéticos.

En el cuarto capítulo llevo a cabo una simulación poblacional utilizando una aplicación que he desarrollado completamente en el lenguaje de cuarta generación, Visual C++ 6.0. Además implanto dos aplicaciones para estimar los parámetros de los modelos exponencial y logístico de un grupo de datos.

En el quinto y último capítulo, realizo una comparación entre mi modelo de crecimiento poblacional y los modelos convencionales, basándome en un subconjunto de datos de los que son generados por mi modelo, y realizar una predicción de los restantes.

Finalmente escribo las conclusiones y recomendaciones de mi estudio, en las que involucro toda la experiencia asimilada, con la finalidad de que sea más fácil la investigación acerca de este trabajo por parte de otras personas.
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**INTRODUCCION**

En la naturaleza, los individuos compiten entre sí por recursos, tales como comida, agua y refugio. Adicionalmente, entre los animales de una misma especie, aquellos que no obtienen acierto tienden a tener un número reducido de descendientes, teniendo por tanto, menor probabilidad de que sus genes sean propagados a lo largo de sucesivas generaciones.

Los algoritmos genéticos es una técnica de búsqueda basada en la teoría de la evolución de Darwin, que ha cobrado tremenda popularidad en todo el mundo durante los últimos años. Aquí presento los conceptos básicos que se requieren para comprenderla, así como unos ejemplos que permitan a los lectores comprender cómo aplicarla al problema de su elección.

Un aspecto por demás importante de ellos es su aplicación como técnica de optimización que se basa en el azar, pero que aprovecha criterios que la naturaleza ha desarrollado, tales como la selección de los cromosomas más aptos, el cruce de genes en los cromosomas y la mutación. Por esto, no es de extrañarse que en algoritmos genéticos se utilicen términos tomados de la genética natural.

Un algoritmo genético puede converger en una búsqueda de azar, pero su utilización asegura qué ningún punto del espacio de búsqueda tiene probabilidad cero de ser examinado.

En el desarrollo de esta tesis utilizo la técnica de los algoritmos genéticos para implantar un modelo de crecimiento poblacional algorítmico de gran robustez que permite la simulación, así como la optimización de sus parámetros.

Para mayor comprensión de la presente tesis de parte de cualquier lector, presento una explicación modesta de los modelos de crecimiento poblacional, aunque es también bastante buena y suficiente para el aprendizaje de los mismos, y la posterior aplicación de los algoritmos genéticos a los modelos poblacionales.