**Capítulo 1**

**1. MARCO TEÓRICO**

* 1. **1.1 Histograma**

La forma más común de representación gráfica de una distribución de frecuencias es el **histograma.** El histograma de una distribución de frecuencias se construye con rectángulos adyacentes, las alturas de los cuales representan las frecuencias de clase mientras que sus bases se extienden entre sucesivas fronteras de clase.

**1.2 Medidas Descriptivas**

Dado un conjunto de *n* medidas u observaciones, x1,x2,…xn, podemos describir su centro (medio o lugar central) de muchas maneras. Las más comunes son la **media aritmética** y la **mediana.**

La **media** o también conocida como **media aritmética** se define como:

***Media*** ![](data:image/x-wmf;base64,183GmgAAAAAAACAGAAYBCQAAAAAwXgEACQAAA7kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAYgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7/////gBQAAvwUAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIaA0AABQAAABMCGgPuAAUAAAAUAiAEngIFAAAAEwIgBNIFHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuACCp8XcpqfF3IDDzdxUOZmwEAAAALQEBAAgAAAAyCqwF2wMBAAAAbnkIAAAAMgpyApUEAQAAAHh5CAAAADIKgARMAAEAAAB4eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAgqfF3KanxdyAw83cVDmZsBAAAAC0BAgAEAAAA8AEBAAgAAAAyCuwASQMBAAAAbnkIAAAAMgrhA/ECAQAAAGl5CAAAADIK0gJHBQEAAABpeRwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAug0KdaDxEgAgqfF3KanxdyAw83cVDmZsBAAAAC0BAQAEAAAA8AECAAgAAAAyCssCtQIBAAAA5XkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAAYOClGg8RIAIKnxdymp8XcgMPN3FQ5mbAQAAAAtAQIABAAAAPABAQAIAAAAMgrhA0EDAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAC6DQp2oPESACCp8XcpqfF3IDDzdxUOZmwEAAAALQEBAAQAAADwAQIACAAAADIKgARgAQEAAAA9eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAgqfF3KanxdyAw83cVDmZsBAAAAC0BAgAEAAAA8AEBAAgAAAAyCuEDsAMBAAAAMXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBsFQ5mbAAACgAhAIoBAAAAAAEAAAC88xIABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

A veces es preferible usar la **mediana** como medida descriptiva del centro, o lugar, de un conjunto de datos. Esto es así, sobre todo, cuando se desea reducir los cálculos o eliminar el efecto de valores extremos (muy grandes o muy pequeños). La mediana de *n* observaciones, x1,x2,…xn, puede definirse como la mitad del conjunto de datos después de que las observaciones se han colocado en serie ordenada. Si las observaciones se organizan en serie ordenada y *n* es un número impar, la mediana es el valor de la observación con el número ![](data:image/x-wmf;base64,183GmgAAAAAAAGAD4AMBCQAAAACQXgEACQAAAxMBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gAwAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIUAxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAgqfF3KanxdyAw83ctDmaHBAAAAC0BAQAIAAAAMgqMA1ABAQAAADJ5CAAAADIKbgFkAgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAIw4KDaDxEgAgqfF3KanxdyAw83ctDmaHBAAAAC0BAgAEAAAA8AEBAAgAAAAyCm4BaAEBAAAAK3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIKnxdymp8XcgMPN3LQ5mhwQAAAAtAQEABAAAAPABAgAIAAAAMgpuAVoAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ahy0OZocAAAoAIQCKAQAAAAACAAAAvPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=); si *n* es un número par, la mediana se define como la media (promedio) de las observaciones con los números ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9AAQAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIuARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAgqfF3KanxdyAw83eIDWaZBAAAAC0BAQAIAAAAMgqMA10AAQAAADJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuACCp8XcpqfF3IDDzd4gNZpkEAAAALQECAAQAAADwAQEACAAAADIKbgFaAAEAAABueQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAJmIDWaZAAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) y ![](data:image/x-wmf;base64,183GmgAAAAAAAKAD4AMBCQAAAABQXgEACQAAAxMBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9gAwAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAJcAxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAgqfF3KanxdyAw83dKDWZQBAAAAC0BAQAIAAAAMgqMA3QBAQAAADJ5CAAAADIKbgGOAgEAAAAyeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAArgkKMUDxEgAgqfF3KanxdyAw83dKDWZQBAAAAC0BAgAEAAAA8AEBAAgAAAAyCm4BaAEBAAAAK3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIKnxdymp8XcgMPN3Sg1mUAQAAAAtAQEABAAAAPABAgAIAAAAMgpuAVoAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AUEoNZlAAAAoAIQCKAQAAAAACAAAAXPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=).

Ahora, con respecto a la **varianza** y la **desviación estándar** para una muestra representan medidas de dispersión alrededor de la media. Se calculan de manera parecida a aquellas para una población. La varianza ![](data:image/x-wmf;base64,183GmgAAAAAAAMABAAIDCQAAAADSXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALAARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN31QtmrAQAAAAtAQAACAAAADIK9AD9AAEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83fVC2asBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABQAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCs1QtmrAAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)es:

**Varianza**  ![](data:image/x-wmf;base64,183GmgAAAAAAAOAKIAQACQAAAADRUAEACQAAA7UBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIATgChIAAAAmBg8AGgD/////AAAQAAAAwP///7b///+gCgAA1gMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJfADcIBQAAABMCXwAhCQUAAAAUAkACQgMFAAAAEwJAAooKHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzd6YLZtgEAAAALQEBAAgAAAAyCswDnQcBAAAAMXkIAAAAMgqhATYJAQAAACl5CAAAADIKoQFABAEAAAAoeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83emC2bYBAAAAC0BAgAEAAAA8AEBAAgAAAAyCvUA1QkBAAAAMnkIAAAAMgr0Af0AAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACsCwpdQPESANif8Xfhn/F3ICDzd6YLZtgEAAAALQEBAAQAAADwAQIACAAAADIKzAOnBgEAAAAteQgAAAAyCqEBzAYBAAAALXkIAAAAMgqhAVYDAQAAAFN5CAAAADIKoAIEAgEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83emC2bYBAAAAC0BAgAEAAAA8AEBAAgAAAAyCswDmQUBAAAAbnkIAAAAMgqhAQoIAQAAAFh5CAAAADIKoQHoBAEAAABYeQgAAAAyCqACQAABAAAAc3kcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3pgtm2AQAAAAtAQEABAAAAPABAgAIAAAAMgoBAgcGAQAAAGl5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A2KYLZtgAAAoAIQCKAQAAAAACAAAAXPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

**Desviación estándar**  ![](data:image/x-wmf;base64,183GmgAAAAAAAEAFgAIBCQAAAADQWQEACQAAA0EBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///6f///8ABQAAJwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKUAYgCBQAAABMCeAG5AggAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAoABuQIFAAAAEwIWAgADBAAAAC0BAAAFAAAAFAIWAggDBQAAABMCYQBmAwUAAAAUAmEAZgMFAAAAEwJhAPYEHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdyULZvgEAAAALQECAAgAAAAyClQBQQQBAAAAMnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3JQtm+AQAAAAtAQMABAAAAPABAgAIAAAAMgoAAoQDAQAAAHN5CAAAADIKAAJAAAEAAABzeRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAkwsKUaDxEgDYn/F34Z/xdyAg83clC2b4BAAAAC0BAgAEAAAA8AEDAAgAAAAyCgACQgEBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQD4JQtm+AAACgAhAIoBAAAAAAMAAAC88xIABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)

**1.2.1 Medidas de posición de datos**

Con respecto a otras medidas de dispersión, además de la varianza y la desviación estándar que son las más útiles en análisis estadístico, existen otras técnicas con las cuales puede medirse la dispersión de un conjunto de datos. Estas medidas adicionales de dispersión son los denominados **cuartiles**. Cada conjunto de datos tiene **tres cuartiles** que lo dividen en cuatro partes iguales. **El primer cuartil** es ese valor debajo del cual clasifica el 25% de las observaciones, y sobre el cual puede encontrarse el 75% restante. **El segundo cuartil** es justo la mitad. La mitad de las observaciones están por debajo y la mitad por encima; en este sentido, es lo mismo que la mediana. **El tercer cuartil** es el valor debajo del cual está el 75% de las observaciones y encima del cual puede encontrarse el 25% restante.

**1.3 Diagrama de Caja**

La información resumida contenida en los cuartiles pone relieve en la representación gráfica llamada **diagrama de caja**. La mitad central de los datos, que va del primero al tercer cuartiles, se representa con un rectángulo. La mediana se identifica con una barra dentro de esta caja. Una línea se extiende del tercer cuartil al máximo y otra del primer cuartil al mínimo.

R mín. ![](data:image/x-wmf;base64,183GmgAAAAAAAOABIAICCQAAAADTXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN39AlmwgQAAAAtAQAACAAAADIK4AEvAQEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83f0CWbCBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDC9AlmwgAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) ![](data:image/x-wmf;base64,183GmgAAAAAAAAACIAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3FgtmawQAAAAtAQAACAAAADIK4AFIAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83cWC2ZrBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBrFgtmawAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3rwdmpwQAAAAtAQAACAAAADIK4AFBAQEAAAAzeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83evB2anBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCnrwdmpwAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) R máx.![](data:image/x-wmf;base64,183GmgAAAAAAAAABgAICCQAAAACTXQEACQAAA1EAAAAAABIAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIAARIAAAAmBg8AGgD/////AAAQAAAA8P///6b////wAAAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAgAAKAAAAJgYPAAoA/////wEAAAAAAAMAAAAAAA==)
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**Dibujo 1.** Representación de Cuartiles. Libro Estadística aplicada a los negocios y la economía.

Los diagramas de caja son especialmente eficaces para la descripción gráfica de comparaciones entre conjuntos de observaciones. Son fáciles de entender y ejercen un poderoso impacto visual.

**1.4 Coeficientes de Variación**

Como sabemos, un uso importante de la desviación estándar es servir como medida de dispersión. Sin embargo, se aplican ciertas limitaciones. Cuando se consideran 2 o más distribuciones que tienen medias significativamente diferentes, o que están medidas en unidades distintas, es peligroso sacar conclusiones respecto a la dispersión sólo con base en la desviación estándar.

Por tanto, con frecuencia debemos considerar el **Coeficiente de Variación** (CV), el cual sirve como medida relativa de dispersión. El coeficiente de variación determina el grado de dispersión de un conjunto de datos relativo a su medida. Se calcula la desviación estándar de una distribución por su media y multiplicando por 100.

Coeficiente de variación CV = ![](data:image/x-wmf;base64,183GmgAAAAAAAEAF4AMBCQAAAACwWAEACQAAAwIBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANABRIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8ABQAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJKAqUABQAAABMCSgKPAQUAAAAUAgACQAAFAAAAEwIAArIBHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdyIHZjEEAAAALQEBAAgAAAAyCmACjgQBAAAAKXkJAAAAMgpgAk4CAwAAADEwMGUIAAAAMgpgAu4BAQAAACgwHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdyIHZjEEAAAALQECAAQAAADwAQEACAAAADIKjAN4AAEAAABYMAgAAAAyCm4BsQABAAAAczAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAxIgdmMQAACgAhAIoBAAAAAAEAAABc8xIABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

* 1. **Regresión Lineal**

Es un modelo en el cual participan dos tipos de variables: La variable **X** que es la variable independiente (o variable explicativa), y la variable **Y** que es la dependiente (o variable de respuesta); éstas a su vez se relacionan y se presentan por medio de una línea recta.

Esta línea recta se ajusta bien a los datos

Esta recta con pendiente negativa

Este diagrama de dispersión indica que no existe ninguna relación entre X y Y.

X

Y

X

X

**Dibujo 2.** Ejemplos de Diagrama de dispersión. Libro Estadística aplicada a los negocios y la economía.

**1.5.1 Regresión Lineal Múltiple**

En un modelo de regresión múltiple, **Y** es una función de dos o más variables independientes. Un modelo de regresión con *k* variables se puede expresar así:

![](data:image/x-wmf;base64,183GmgAAAAAAACAQQAIACQAAAABxTAEACQAAA6cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgEBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gDwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIKnxdymp8XcgMPN39Axm4wQAAAAtAQAACAAAADIKgAFQDwEAAAApeQoAAAAyCoAB7woGAAAALC4uLi4sCAAAADIKgAGJCAEAAAAsLggAAAAyCoABFQYBAAAALC4IAAAAMgqAAdADAQAAACguHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuACCp8XcpqfF3IDDzd/QMZuMEAAAALQEBAAQAAADwAQAACAAAADIK4AFVCgEAAAAzLggAAAAyCuAB6AcBAAAAMi4IAAAAMgrgAYUFAQAAADEuHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuACCp8XcpqfF3IDDzd/QMZuMEAAAALQEAAAQAAADwAQEACAAAADIK4AGiDgEAAABrLhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAgqfF3KanxdyAw83f0DGbjBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABfA0BAAAAWC4IAAAAMgqAATYJAQAAAFguCAAAADIKgAHCBgEAAABYLggAAAAyCoABeAQBAAAAWC4IAAAAMgqAAQoDAQAAAGYuCAAAADIKgAEiAAEAAABZLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAjQkKi6DxEgAgqfF3KanxdyAw83f0DGbjBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABigEBAAAAPS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDj9Axm4wAACgAhAIoBAAAAAAEAAAC88xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

* + 1. **Autocorrelación**

La **autocorrelación** ocurre cuando los términos de error no son independientes. Existe la autocorrelación positiva cuando los signos iguales se agrupan y existe una autocorrelación negativa cuando cada error es seguido de un error de signo opuesto. Los diagramas residuales nunca son tan obvios o tan fáciles de leer, afortunadamente existe una forma más confiable para detectar la autocorrelación en base en la prueba de **Durbin-Watson.**

* + - 1. **Estadístico de Durbin-Watson**

El estadístico de Durbin-Watson se calcula así:

![](data:image/x-wmf;base64,183GmgAAAAAAAGALAAUACQAAAABxUAEACQAAAwsCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAVgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6L///8gCwAAogQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKAAsICBQAAABMCgAIFCxwAAAD7AsD9AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAVAkKL6DxEgDYn/F34Z/xdyAg83c+C2aBBAAAAC0BAQAIAAAAMgpsBEwFAQAAAOV5CAAAADIKDgLZAgEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAMQkKwKDxEgDYn/F34Z/xdyAg83c+C2aBBAAAAC0BAgAEAAAA8AEBAAgAAAAyChUCrAgBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAFQJCjCg8RIA2J/xd+Gf8XcgIPN3PgtmgQQAAAAtAQEABAAAAPABAgAIAAAAMgq1AZYGAQAAAC15CAAAADIK4AKEAQEAAAA9eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83c+C2aBBAAAAC0BAgAEAAAA8AEBAAgAAAAyCmcD3QcBAAAAMnkIAAAAMgoJAVAKAQAAADJ5CAAAADIKFQIbCQEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83c+C2aBBAAAAC0BAQAEAAAA8AECAAgAAAAyCrUBsQkBAAAAKXkIAAAAMgq1AaEEAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdz4LZoEEAAAALQECAAQAAADwAQEACAAAADIKcwTABwEAAABpeQgAAAAyChUCXAgBAAAAaXkIAAAAMgoVAtEFAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdz4LZoEEAAAALQEBAAQAAADwAQIACAAAADIKEwQUBwEAAABleQgAAAAyCrUBsAcBAAAAZXkIAAAAMgq1ASUFAQAAAGV5CAAAADIK4AI6AAEAAABkeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAIE+C2aBAAAKACEAigEAAAAAAgAAALzzEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)

En donde ei es el error en el periodo de tiempo t, y ei-1 es el error en el periodo anterior. La fórmula requiere que el término de error ![](data:image/x-wmf;base64,183GmgAAAAAAAEAFgAIBCQAAAADQWQEACQAAA0EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8ABQAANAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3aglmXAQAAAAtAQAACAAAADIKwAGGBAEAAAApeQgAAAAyCloBqgMBAAAAiHkIAAAAMgrAATQAAQAAACh5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzd2oJZlwEAAAALQEBAAQAAADwAQAACAAAADIKIAIJBAEAAABpeQgAAAAyCiACcQEBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3aglmXAQAAAAtAQAABAAAAPABAQAIAAAAMgrAAT4DAQAAAFl5CAAAADIKwAGmAAEAAABZeRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAWgsKt6DxEgDYn/F34Z/xdyAg83dqCWZcBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABNgIBAAAALXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBcaglmXAAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) se calcula para cada periodo y es difícil calcularlo manualmente. Este valor se utiliza para probar la hipótesis de que no existe correlación entre términos de error sucesivos, así:

![](data:image/x-wmf;base64,183GmgAAAAAAAEAJYAIBCQAAAAAwVQEACQAAAx0CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJACRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3PglmFAQAAAAtAQAACAAAADIKgAE0CAEAAAAweQgAAAAyCoABcwIBAAAAOnkcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3PglmFAQAAAAtAQEABAAAAPABAAAIAAAAMgoYAgwGAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdz4JZhQEAAAALQEAAAQAAADwAQEACAAAADIK4AHYBAEAAAAseRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAcgkKlUDxEgDYn/F34Z/xdyAg83c+CWYUBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABAgcBAAAAPXkcAAAA+wJg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAHEJCgpA8RIA2J/xd+Gf8XcgIPN3PglmFAQAAAAtAQAABAAAAPABAQAIAAAAMgoYArYFAQAAAC15HAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdz4JZhQEAAAALQEBAAQAAADwAQAACAAAADIKGAJ2BQEAAABpeQgAAAAyChgCggQBAAAAaXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3PglmFAQAAAAtAQAABAAAAPABAQAIAAAAMgrgARYFAQAAAGV5CAAAADIK4AEiBAEAAABleQgAAAAyCuABhgEBAAAAb3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3PglmFAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAEh5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABxCQoMQPESANif8Xfhn/F3ICDzdz4JZhQEAAAALQEAAAQAAADwAQEACAAAADIKgAEzAwEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABQ+CWYUAAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) (No existe autocorrelación)

![](data:image/x-wmf;base64,183GmgAAAAAAAEAJYAIBCQAAAAAwVQEACQAAAx0CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJACRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3DwlmWQQAAAAtAQAACAAAADIKgAFBCAEAAAAweQgAAAAyCoABegIBAAAAOnkcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3DwlmWQQAAAAtAQEABAAAAPABAAAIAAAAMgoYAhMGAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdw8JZlkEAAAALQEAAAQAAADwAQEACAAAADIK4AHfBAEAAAAseRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAegkKXqDxEgDYn/F34Z/xdyAg83cPCWZZBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABCQcBAAAAuXkcAAAA+wJg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAD4LCn6g8RIA2J/xd+Gf8XcgIPN3DwlmWQQAAAAtAQAABAAAAPABAQAIAAAAMgoYAr0FAQAAAC15HAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzdw8JZlkEAAAALQEBAAQAAADwAQAACAAAADIKGAJ9BQEAAABpeQgAAAAyChgCiQQBAAAAaXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3DwlmWQQAAAAtAQAABAAAAPABAQAIAAAAMgrgAR0FAQAAAGV5CAAAADIK4AEpBAEAAABleQgAAAAyCuABigEBAAAAYXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3DwlmWQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUYAAQAAAEh5HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAAA+CwqAoPESANif8Xfhn/F3ICDzdw8JZlkEAAAALQEAAAQAAADwAQEACAAAADIKgAE6AwEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFkPCWZZAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) (Existe autocorrelación)

* + 1. **Análisis de Correlación**

El coeficiente de correlación fue desarrollado por Carl Pearson a finales de siglo, y algunas veces se les llama el coeficiente de correlación producto-momento de Pearson. Representado con una r, el coeficiente de correlación puede asumir cualquier valor entre -1 y +1; es decir:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAHoAEBCQAAAADQWAEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFgBxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBwAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3RQlm0gQAAAAtAQAACAAAADIKYAF2BgEAAAAxeQgAAAAyCmABMAEBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAFgJCn6g8RIA2J/xd+Gf8XcgIPN3RQlm0gQAAAAtAQEABAAAAPABAAAIAAAAMgpgAaQFAQAAACt5CAAAADIKYAFsBAEAAACjeQgAAAAyCmABLAIBAAAAo3kIAAAAMgpgAToAAQAAAC15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzd0UJZtIEAAAALQEAAAQAAADwAQEACAAAADIKYAFkAwEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANJFCWbSAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Un valor de r= -1 indica una relación perfecta entre X y Y. Todas las observaciones quedan en una línea recta perfecta con una pendiente negativa. Por tanto, X y Y se moverán en direcciones opuestas, en cambio si r=1 la relación entre X y Y será positiva perfecta. Por el contrario, si se muestra muy poca o ninguna relación entre X y Y, r se aproxima a cero. En general, entre mayor sea el valor absoluto de r, más fuerte será la relación entre X y Y.

* + - 1. **Coeficiente de Determinación**

El coeficiente de determinación r2 tiene significado sólo para las relaciones lineales. Dos variables pueden tener un r2 de cero y sin embargo, están relacionadas en sentido curvilíneo.

* + 1. **Análisis de Varianza (Anova)**

Dado el modelo de regresión, puede realizarse el **análisis de varianza** (ANOVA). El procedimiento del **ANOVA** prueba si alguna de las variables independientes tiene una relación con la variable dependiente. Si una variable independiente no está relacionada con la variable Y, su coeficiente debería ser cero. El procedimiento ANOVA prueba la hipótesis nula de que todos los valores ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAB4JChtA8RIA2J/xd+Gf8XcgIPN3IAlmigQAAAAtAQAACAAAADIKYAFAAAEAAABieQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAgCWaKAAAKACEAigEAAAAA/////1zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) son cero contra la hipótesis alternativa de que por lo menos un ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAABMJCnSg8RIA2J/xd+Gf8XcgIPN3eglmYQQAAAAtAQAACAAAADIKYAFAAAEAAABieQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAB6CWZhAAAKACEAigEAAAAA/////7zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) no es cero. Es decir:

![](data:image/x-wmf;base64,183GmgAAAAAAAAARgAQACQAAAACRSwEACQAAAwMCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAQAERIAAAAmBg8AGgD/////AAAQAAAAwP///6n////AEAAAKQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3fAlmdgQAAAAtAQAACAAAADIKxgMeBwEAAAAweQgAAAAyCsYDmQIBAAAAOnkIAAAAMgp9AQAQAQAAADB5CgAAADIKfQFdCQUAAAAuLi4uLgAIAAAAMgp9AXMCAQAAADouHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzd3wJZnYEAAAALQEBAAQAAADwAQAACAAAADIK3QE2BwEAAAAyLggAAAAyCt0BCwQBAAAAMS4cAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAH0JCkqg8RIA2J/xd+Gf8XcgIPN3fAlmdgQAAAAtAQAABAAAAPABAQAIAAAAMgrGA+YFAQAAALkuCAAAADIKxgNHAwEAAAAkLggAAAAyCn0Bzg4BAAAAPS4IAAAAMgp9AYsLAQAAAD0uCAAAADIKfQE9CAEAAAA9LggAAAAyCn0BAQUBAAAAPS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/xd+Gf8XcgIPN3fAlmdgQAAAAtAQEABAAAAPABAAAIAAAAMgomBAkFAQAAAGkuCAAAADIKJgSbAQEAAABBLggAAAAyCt0BwA0BAAAAay4IAAAAMgrdAYYBAQAAAG8uHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzd3wJZnYEAAAALQEAAAQAAADwAQEACAAAADIKxgNGAAEAAABILggAAAAyCn0BRgABAAAASC4cAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAJULCuOg8RIA2J/xd+Gf8XcgIPN3fAlmdgQAAAAtAQEABAAAAPABAAAIAAAAMgrGAxkEAQAAAGIuCAAAADIKfQHJDAEAAABiLggAAAAyCn0BPwYBAAAAYi4IAAAAMgp9AS0DAQAAAGIuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AdnwJZnYAAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

Si no se rechaza la hipótesis nula, entonces no hay relación lineal entre Y y cualquiera de las variables independientes. Por otra parte, si la hipótesis nula se rechaza, por lo menos una variable independiente está relacionada linealmente con Y.

El proceso **ANOVA** establece una tabla y utiliza la prueba F, el formato general para una regresión múltiple es:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Fuente de Variación** | **Suma de Cuadrados** | **Grados de**  **libertad** | **Cuadrado**  **Medio** | **Valor F** |
| **Entre muestras**  **(tratamiento)** | SCR | K | SCR/k | F=CMR/CME |
| **Dentro de las**  **muestras (error)** | SCE | n-k-1 | SCE/n-k-1 |  |
| **Variación total** | SCT | n-1 |  |  |

**Tabla I**. ANOVA. Libro Probabilidad y Estadística para Ingenieros.