**ANEXOS**

**Anexo 1**

**Caso Real**

**El Cuestionario y la Población Objetivo**

A fin de utilizar los métodos de imputación estudiados anteriormente se procede a realizar el análisis con una base de datos proporcionada por el Centro de Investigaciones Estadísticas de la ESPOL, en esta base de datos la población objetivo fueron los Ejecutivos de las empresas que se encuentran en la ciudad de Guayaquil y que tienen ciertos cargos especiales como Presidente, Gerente general, Gerente de división, Director de Recursos Humanos, Accionista u otros que se encuentren a cargo del personal, a los que se les realizó un cuestionario para evaluar al profesional politécnico.

El Cuestionario proporcionado se divide en tres secciones, la primera subsección es *Acerca del entrevistado*, con este se pretende obtener información acerca de su nivel de instrucción, cargo que ocupa dentro de la organización, su título más alto y dónde lo obtuvo.

La segunda subsección es *Acerca de la organización*, en esta se puede obtener especificaciones tales como qué actividades tiene la organización, qué tipo de compañía es, donde está localizada, etc., esta tiene diferentes opciones de respuestas que están codificadas de 1 a 10 en unas como máximo y de 1 a 2 opciones como mínimo. Presentan también opciones de respuestas que constan de: “Si”, “No” y “No conozco tal Opción” en uno de los casos.

La tercera subsección es acerca *De los Profesionales Politécnicos* y a su vez esta se divide en dos partes. El primero especifica la “*Formación general de los Profesionales Politécnicos*” y la segunda con respecto a la “*Comunicación y Formación Específicas de los Profesionales Politécnicos*”, en esta subsección las opciones de respuesta presentan *Escala Likert* que va desde cero a cinco, donde cero significa estar en completo desacuerdo con la misma y cinco completo acuerdo.

En general el cuestionario tuvo de 46 características que evaluó al Profesional Politécnico.

Del total de cuarenta y seis variables que se estudiaron se han seleccionado veinte y seis tomando en cuenta que son variables cuantitativas o cualitativas ordinales, puesto que los métodos de imputación estudiados trabajan con variables aleatorias cuantitativas.

Entonces la matriz de datos que se utiliza tiene 209 filas (número de entrevistados) y 26 columnas (número de variables). Las variables que integran la matriz son las siguientes:

*X1:* “*Son personas con capacidad de análisis para llegar a conclusiones válidas, bajo distintas circunstancias”*

*X2:* “*Tienen desarrollado su Pensamiento Crítico”*

*X3:* “*Tienen marcado estilo de ver el mundo”*

*X4:* “*Tienen* *capacidad para manejar los retos e innovaciones”*

*X5*: “*Tienen competencia para formularse sus propias preguntas”*

*X6:* *“Tienen* *habilidad para aprender por cuenta propia y por tanto mantenerse actualizados en los desarrollos**que con el paso del tiempo, se dan en su área de competencia ”*

*X*7: “*Tienen* *habilidad para tomar decisiones oportunas”*

*X*8: “*Saben trabajar en Equipo”.*

*X*9: “*Saben* *desarrollar actividades conjuntas con profesionales de áreas diferentes a la suya”.*

*X*10: “*Tienen* *claros propósitos de superación, esto es: tenacidad y estrategia”.*

*X*11: “*Tienen* *altos valores éticos y morales”.*

*X*12: “*Son* *gestores tecnológicos, esto es, son capaces de usar la tecnología que está a la mano”*

*X*13: “*Se* *muestran siempre interesados y curiosos”*

*X*14: “Su *formación es comparable a la de profesionales Extranjeros”*

*X*15: “*Su* *presentación y comportamiento personal son siempre adecuados para la ocasión*”

*X*16: “*Su* *proceso de ascenso en el organigrama de la Organización es notable”*

*X*17: “*Son buenos comunicadores en forma oral”*

*X*18: “*Son buenos comunicadores en forma escrita”*

*X*19: “*Son personas que fácilmente se relacionan con terceros”*

*X*20: “*Combinan de la mejor manera lo teórico con lo práctico”*

*X*21: “*Son altamente capacitados para llevar a cabo Análisis Cuantitativos”*

*X*22: “*Tienen alta compresión de los principios Físicos y Naturales”*

*X*23: “*Sólida formación en Informática”*

*X*24: “*Manejan los principios fundamentales de Administración”*

*X*25: “*Muestran clara sensibilidad Social y Humana”*

*X*26: “*Poseen el nivel de Inglés adecuado para utilizarlo de la manera requerida por sus actividades en la Organización”*

**Implementación del Método de Eliminación por Filas y de los Métodos de Imputación**

Se supone que la matriz de datos tiene 5% de valores faltantes, los cuales recayeron en las variables, “Su *formación es comparable a la de profesionales extranjeros”* y “*Su* *proceso de ascenso en el organigrama de la organización es notable”*. Nótese que el 5% de datos faltantes constituyen 271 datos faltantes en la matriz, es decir para este caso; 136 en la variable “Su *formación es comparable a la de profesionales extranjeros”*  y 136 en la variable “*Su* *proceso de ascenso en el organigrama de la organización es notable”*. Donde los datos faltantes pueden recaer en la misma fila.

El vector de medias de los datos originales es:
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**Método de Eliminación por Filas**

Puesto que los datos faltantes recayeron en las variables “Su *formación es comparable a la de profesionales extranjeros”* y “*Su* *proceso de ascenso en el organigrama de la organización es notable”*, se procede a prescindir de 108 filas, es decir el total de filas eliminadas.

El vector de medias para las ciento un filas restantes es:

![](data:image/x-wmf;base64,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)

Como era de esperarse el vector de medias de los datos originales y los datos con filas eliminadas no coinciden.

Ahora analicemos el efecto que causa en la *matriz de varianzas y covarianzas*, y *matriz de correlaciones*, la eliminación de ciento ocho filas, tamaño de muestra *n*=209.

En las ocho hojas siguientes, se muestra la matriz de varianzas y covarianzas y de correlaciones de los datos originales y de los datos con filas eliminadas.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Matriz de Varianzas y Covarianzas (Datos Originales)**  Tamaño de muestra n=209 | | | | | | | | | | | | | | | |
| **Variable** | **X1** | **X2** | **X3** | **X4** | **X5** | **X6** | **X7** | **X8** | **X9** | **X10** | **X11** | **X12** | **X13** | **X14** | **X15** |
| **X1** | 0.679 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X2** | 0.441 | 0.739 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X3** | 0.312 | 0.322 | 1.007 |  |  |  |  |  |  |  |  |  |  |  |  |
| **X4** | 0.432 | 0.414 | 0.328 | 0.880 |  |  |  |  |  |  |  |  |  |  |  |
| **X5** | 0.419 | 0.402 | 0.283 | 0.481 | 0.679 |  |  |  |  |  |  |  |  |  |  |
| **X6** | 0.374 | 0.352 | 0.253 | 0.427 | 0.338 | 0.721 |  |  |  |  |  |  |  |  |  |
| **X7** | 0.399 | 0.372 | 0.268 | 0.515 | 0.435 | 0.333 | 0.773 |  |  |  |  |  |  |  |  |
| **X8** | 0.403 | 0.403 | 0.318 | 0.414 | 0.352 | 0.282 | 0.416 | 1.127 |  |  |  |  |  |  |  |
| **X9** | 0.311 | 0.355 | 0.229 | 0.380 | 0.333 | 0.250 | 0.350 | 0.749 | 0.947 |  |  |  |  |  |  |
| **X10** | 0.364 | 0.404 | 0.238 | 0.523 | 0.430 | 0.384 | 0.406 | 0.379 | 0.388 | 0.706 |  |  |  |  |  |
| **X11** | 0.235 | 0.231 | 0.231 | 0.354 | 0.286 | 0.298 | 0.282 | 0.388 | 0.332 | 0.309 | 0.630 |  |  |  |  |
| **X12** | 0.303 | 0.315 | 0.204 | 0.450 | 0.345 | 0.375 | 0.345 | 0.282 | 0.289 | 0.365 | 0.339 | 0.600 |  |  |  |
| **X13** | 0.329 | 0.337 | 0.338 | 0.374 | 0.301 | 0.413 | 0.366 | 0.309 | 0.269 | 0.353 | 0.269 | 0.385 | 0.649 |  |  |
| **X14** | 0.438 | 0.416 | 0.374 | 0.423 | 0.424 | 0.416 | 0.376 | 0.351 | 0.309 | 0.354 | 0.370 | 0.394 | 0.374 | 0.943 |  |
| **X15** | 0.376 | 0.401 | 0.388 | 0.390 | 0.347 | 0.416 | 0.357 | 0.414 | 0.381 | 0.460 | 0.341 | 0.332 | 0.388 | 0.448 | 1.001 |
| **X16** | 0.362 | 0.352 | 0.206 | 0.453 | 0.362 | 0.324 | 0.389 | 0.384 | 0.357 | 0.356 | 0.255 | 0.331 | 0.345 | 0.414 | 0.389 |
| **X17** | 0.278 | 0.305 | 0.244 | 0.363 | 0.323 | 0.279 | 0.370 | 0.338 | 0.373 | 0.321 | 0.245 | 0.197 | 0.252 | 0.320 | 0.431 |
| **X18** | 0.249 | 0.296 | 0.390 | 0.357 | 0.295 | 0.204 | 0.326 | 0.301 | 0.285 | 0.297 | 0.268 | 0.219 | 0.278 | 0.347 | 0.375 |
| **X19** | 0.266 | 0.300 | 0.215 | 0.387 | 0.330 | 0.214 | 0.344 | 0.482 | 0.516 | 0.339 | 0.259 | 0.234 | 0.234 | 0.275 | 0.386 |
| **X20** | 0.312 | 0.296 | 0.243 | 0.462 | 0.358 | 0.311 | 0.442 | 0.339 | 0.320 | 0.381 | 0.259 | 0.303 | 0.305 | 0.348 | 0.372 |
| **X21** | 0.297 | 0.364 | 0.331 | 0.364 | 0.335 | 0.336 | 0.288 | 0.255 | 0.243 | 0.357 | 0.299 | 0.324 | 0.353 | 0.355 | 0.375 |
| **X22** | 0.257 | 0.274 | 0.260 | 0.302 | 0.291 | 0.270 | 0.245 | 0.241 | 0.235 | 0.277 | 0.238 | 0.256 | 0.255 | 0.340 | 0.326 |
| **X23** | 0.241 | 0.236 | 0.267 | 0.335 | 0.284 | 0.285 | 0.270 | 0.144 | 0.170 | 0.324 | 0.288 | 0.339 | 0.306 | 0.309 | 0.309 |
| **X24** | 0.298 | 0.369 | 0.182 | 0.440 | 0.413 | 0.260 | 0.474 | 0.385 | 0.375 | 0.417 | 0.302 | 0.308 | 0.260 | 0.320 | 0.387 |
| **X25** | 0.229 | 0.321 | 0.228 | 0.304 | 0.271 | 0.232 | 0.229 | 0.397 | 0.326 | 0.340 | 0.247 | 0.175 | 0.246 | 0.279 | 0.366 |
| **X26** | 0.203 | 0.229 | 0.189 | 0.350 | 0.237 | 0.272 | 0.258 | 0.332 | 0.263 | 0.245 | 0.147 | 0.203 | 0.199 | 0.224 | 0.267 |

**Continúa…**

**Viene…**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Matriz de Varianzas y Covarianzas (Datos Originales)**  Tamaño de muestra n=209 | | | | | | | | | | | |
| **Variables** | **X16** | **X17** | **X18** | **X19** | **X20** | **X21** | **X22** | **X23** | **X24** | **X25** | **X26** |
| **X16** | 0.812 |  |  |  |  |  |  |  |  |  |  |
| **X17** | 0.325 | 0.823 |  |  |  |  |  |  |  |  |  |
| **X18** | 0.229 | 0.467 | 0.769 |  |  |  |  |  |  |  |  |
| **X19** | 0.336 | 0.445 | 0.371 | 0.825 |  |  |  |  |  |  |  |
| **X20** | 0.311 | 0.352 | 0.332 | 0.392 | 0.642 |  |  |  |  |  |  |
| **X21** | 0.292 | 0.220 | 0.308 | 0.244 | 0.352 | 0.589 |  |  |  |  |  |
| **X22** | 0.281 | 0.216 | 0.276 | 0.199 | 0.271 | 0.383 | 0.559 |  |  |  |  |
| **X23** | 0.284 | 0.145 | 0.154 | 0.098 | 0.243 | 0.347 | 0.307 | 0.729 |  |  |  |
| **X24** | 0.351 | 0.377 | 0.268 | 0.364 | 0.432 | 0.306 | 0.234 | 0.332 | 0.946 |  |  |
| **X25** | 0.255 | 0.312 | 0.250 | 0.379 | 0.306 | 0.268 | 0.250 | 0.142 | 0.368 | 0.652 |  |
| **X26** | 0.358 | 0.290 | 0.228 | 0.265 | 0.255 | 0.215 | 0.171 | 0.195 | 0.332 | 0.177 | 0.995 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Matriz de Correlaciones (Datos Originales)**  Tamaño de muestra n=209 | | | | | | | | | | | | | | | |
| **Variables** | **X1** | **X2** | **X3** | **X4** | **X5** | **X6** | **X7** | **X8** | **X9** | **X10** | **X11** | **X12** | **X13** | **X14** | **X15** |
| **X1** | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X2** | 0.623 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X3** | 0.377 | 0.373 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |
| **X4** | 0.559 | 0.513 | 0.349 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |
| **X5** | 0.616 | 0.567 | 0.343 | 0.622 | 1.000 |  |  |  |  |  |  |  |  |  |  |
| **X6** | 0.534 | 0.482 | 0.297 | 0.536 | 0.483 | 1.000 |  |  |  |  |  |  |  |  |  |
| **X7** | 0.551 | 0.492 | 0.304 | 0.625 | 0.600 | 0.446 | 1.000 |  |  |  |  |  |  |  |  |
| **X8** | 0.461 | 0.442 | 0.298 | 0.416 | 0.402 | 0.313 | 0.445 | 1.000 |  |  |  |  |  |  |  |
| **X9** | 0.387 | 0.425 | 0.235 | 0.417 | 0.416 | 0.303 | 0.410 | 0.725 | 1.000 |  |  |  |  |  |  |
| **X10** | 0.525 | 0.559 | 0.283 | 0.664 | 0.621 | 0.538 | 0.550 | 0.425 | 0.474 | 1.000 |  |  |  |  |  |
| **X11** | 0.359 | 0.338 | 0.290 | 0.475 | 0.437 | 0.443 | 0.404 | 0.460 | 0.429 | 0.463 | 1.000 |  |  |  |  |
| **X12** | 0.475 | 0.473 | 0.263 | 0.620 | 0.540 | 0.570 | 0.506 | 0.343 | 0.383 | 0.561 | 0.551 | 1.000 |  |  |  |
| **X13** | 0.495 | 0.487 | 0.418 | 0.495 | 0.454 | 0.604 | 0.517 | 0.362 | 0.344 | 0.521 | 0.421 | 0.616 | 1.000 |  |  |
| **X14** | 0.548 | 0.498 | 0.383 | 0.465 | 0.530 | 0.505 | 0.441 | 0.341 | 0.327 | 0.434 | 0.480 | 0.524 | 0.478 | 1.000 |  |
| **X15** | 0.456 | 0.467 | 0.386 | 0.415 | 0.421 | 0.490 | 0.406 | 0.390 | 0.391 | 0.547 | 0.429 | 0.428 | 0.482 | 0.461 | 1.000 |
| **X16** | 0.488 | 0.454 | 0.228 | 0.536 | 0.487 | 0.423 | 0.491 | 0.401 | 0.407 | 0.470 | 0.357 | 0.475 | 0.475 | 0.472 | 0.432 |
| **X17** | 0.372 | 0.391 | 0.268 | 0.427 | 0.432 | 0.362 | 0.464 | 0.351 | 0.422 | 0.421 | 0.340 | 0.281 | 0.345 | 0.363 | 0.475 |
| **X18** | 0.344 | 0.393 | 0.442 | 0.434 | 0.408 | 0.274 | 0.422 | 0.324 | 0.334 | 0.404 | 0.385 | 0.323 | 0.393 | 0.407 | 0.428 |
| **X19** | 0.356 | 0.385 | 0.236 | 0.454 | 0.441 | 0.278 | 0.431 | 0.501 | 0.583 | 0.444 | 0.359 | 0.332 | 0.321 | 0.312 | 0.425 |
| **X20** | 0.473 | 0.430 | 0.302 | 0.614 | 0.542 | 0.458 | 0.627 | 0.399 | 0.411 | 0.566 | 0.406 | 0.489 | 0.472 | 0.447 | 0.464 |
| **X21** | 0.469 | 0.553 | 0.430 | 0.506 | 0.530 | 0.516 | 0.427 | 0.313 | 0.325 | 0.553 | 0.491 | 0.545 | 0.572 | 0.477 | 0.488 |
| **X22** | 0.417 | 0.427 | 0.347 | 0.431 | 0.473 | 0.426 | 0.372 | 0.304 | 0.323 | 0.440 | 0.400 | 0.442 | 0.424 | 0.468 | 0.435 |
| **X23** | 0.343 | 0.321 | 0.311 | 0.419 | 0.403 | 0.393 | 0.360 | 0.158 | 0.205 | 0.452 | 0.425 | 0.513 | 0.445 | 0.373 | 0.362 |
| **X24** | 0.371 | 0.441 | 0.187 | 0.482 | 0.516 | 0.315 | 0.555 | 0.373 | 0.396 | 0.511 | 0.391 | 0.409 | 0.332 | 0.339 | 0.398 |
| **X25** | 0.345 | 0.463 | 0.281 | 0.401 | 0.406 | 0.339 | 0.323 | 0.463 | 0.415 | 0.501 | 0.385 | 0.279 | 0.378 | 0.356 | 0.453 |
| **X26** | 0.247 | 0.267 | 0.189 | 0.374 | 0.289 | 0.321 | 0.294 | 0.314 | 0.271 | 0.292 | 0.185 | 0.263 | 0.247 | 0.231 | 0.268 |

**Continùa…**

**Sigue…**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Matriz de Correlaciones (Datos Originales)**  Tamaño de muestra n=209 | | | | | | | | | | | |
| **Variables** | **X16** | **X17** | **X18** | **X19** | **X20** | **X21** | **X22** | **X23** | **X24** | **X25** | **X26** |
| **X16** | 1.000 |  |  |  |  |  |  |  |  |  |  |
| **X17** | 0.398 | 1.000 |  |  |  |  |  |  |  |  |  |
| **X18** | 0.289 | 0.587 | 1.000 |  |  |  |  |  |  |  |  |
| **X19** | 0.410 | 0.540 | 0.466 | 1.000 |  |  |  |  |  |  |  |
| **X20** | 0.431 | 0.485 | 0.472 | 0.539 | 1.000 |  |  |  |  |  |  |
| **X21** | 0.423 | 0.316 | 0.458 | 0.350 | 0.573 | 1.000 |  |  |  |  |  |
| **X22** | 0.417 | 0.319 | 0.421 | 0.293 | 0.452 | 0.668 | 1.000 |  |  |  |  |
| **X23** | 0.370 | 0.187 | 0.205 | 0.126 | 0.355 | 0.529 | 0.481 | 1.000 |  |  |  |
| **X24** | 0.400 | 0.427 | 0.314 | 0.412 | 0.554 | 0.410 | 0.322 | 0.400 | 1.000 |  |  |
| **X25** | 0.255 | 0.312 | 0.250 | 0.379 | 0.306 | 0.268 | 0.250 | 0.142 | 0.368 | 0.652 |  |
| **X26** | 0.358 | 0.290 | 0.228 | 0.265 | 0.255 | 0.215 | 0.171 | 0.195 | 0.332 | 0.177 | 0.995 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Eliminación por Filas**  Matriz de Varianzas y Covarianzas (101 filas eliminadas)  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | | | | | |
| **Variables** | **X1** | **X2** | **X3** | **X4** | **X5** | **X6** | **X7** | **X8** | **X9** | **X10** | **X11** | **X12** | **X13** | **X14** | **X15** |
| **X1** | 0.695 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X2** | 0.453 | 0.800 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X3** | 0.281 | 0.257 | 0.793 |  |  |  |  |  |  |  |  |  |  |  |  |
| **X4** | 0.478 | 0.400 | 0.311 | 0.830 |  |  |  |  |  |  |  |  |  |  |  |
| **X5** | 0.483 | 0.430 | 0.297 | 0.470 | 0.760 |  |  |  |  |  |  |  |  |  |  |
| **X6** | 0.363 | 0.337 | 0.196 | 0.416 | 0.357 | 0.672 |  |  |  |  |  |  |  |  |  |
| **X7** | 0.422 | 0.437 | 0.262 | 0.461 | 0.467 | 0.310 | 0.821 |  |  |  |  |  |  |  |  |
| **X8** | 0.499 | 0.466 | 0.317 | 0.362 | 0.486 | 0.264 | 0.435 | 1.348 |  |  |  |  |  |  |  |
| **X9** | 0.392 | 0.386 | 0.224 | 0.402 | 0.396 | 0.211 | 0.402 | 0.924 | 1.200 |  |  |  |  |  |  |
| **X10** | 0.473 | 0.483 | 0.302 | 0.608 | 0.473 | 0.409 | 0.454 | 0.430 | 0.384 | 0.741 |  |  |  |  |  |
| **X11** | 0.273 | 0.248 | 0.274 | 0.336 | 0.348 | 0.270 | 0.308 | 0.405 | 0.413 | 0.359 | 0.645 |  |  |  |  |
| **X12** | 0.341 | 0.347 | 0.178 | 0.386 | 0.337 | 0.348 | 0.311 | 0.286 | 0.343 | 0.388 | 0.306 | 0.534 |  |  |  |
| **X13** | 0.356 | 0.373 | 0.299 | 0.379 | 0.303 | 0.377 | 0.421 | 0.347 | 0.300 | 0.395 | 0.268 | 0.345 | 0.648 |  |  |
| **X14** | 0.442 | 0.480 | 0.259 | 0.410 | 0.500 | 0.374 | 0.429 | 0.418 | 0.398 | 0.482 | 0.414 | 0.394 | 0.381 | 0.970 |  |
| **X15** | 0.460 | 0.410 | 0.400 | 0.490 | 0.480 | 0.450 | 0.490 | 0.510 | 0.490 | 0.550 | 0.420 | 0.360 | 0.470 | 0.470 | 1.160 |
| **X16** | 0.325 | 0.316 | 0.172 | 0.432 | 0.396 | 0.318 | 0.450 | 0.481 | 0.456 | 0.417 | 0.301 | 0.311 | 0.403 | 0.478 | 0.470 |
| **X17** | 0.283 | 0.328 | 0.224 | 0.276 | 0.348 | 0.210 | 0.398 | 0.385 | 0.393 | 0.279 | 0.255 | 0.176 | 0.268 | 0.334 | 0.500 |
| **X18** | 0.161 | 0.264 | 0.389 | 0.293 | 0.274 | 0.194 | 0.286 | 0.303 | 0.267 | 0.274 | 0.253 | 0.167 | 0.248 | 0.247 | 0.410 |
| **X19** | 0.370 | 0.351 | 0.273 | 0.364 | 0.381 | 0.187 | 0.329 | 0.592 | 0.653 | 0.374 | 0.263 | 0.241 | 0.275 | 0.316 | 0.540 |
| **X20** | 0.385 | 0.329 | 0.276 | 0.440 | 0.389 | 0.321 | 0.396 | 0.385 | 0.314 | 0.395 | 0.242 | 0.251 | 0.334 | 0.340 | 0.420 |
| **X21** | 0.281 | 0.366 | 0.320 | 0.337 | 0.386 | 0.300 | 0.273 | 0.325 | 0.271 | 0.398 | 0.291 | 0.276 | 0.294 | 0.323 | 0.430 |
| **X22** | 0.278 | 0.253 | 0.228 | 0.279 | 0.363 | 0.250 | 0.299 | 0.355 | 0.258 | 0.346 | 0.272 | 0.209 | 0.209 | 0.341 | 0.390 |
| **X23** | 0.249 | 0.246 | 0.221 | 0.337 | 0.336 | 0.296 | 0.264 | 0.157 | 0.153 | 0.346 | 0.327 | 0.293 | 0.242 | 0.333 | 0.430 |
| **X24** | 0.339 | 0.474 | 0.230 | 0.413 | 0.494 | 0.310 | 0.447 | 0.355 | 0.379 | 0.452 | 0.279 | 0.284 | 0.296 | 0.367 | 0.530 |
| **X25** | 0.257 | 0.367 | 0.178 | 0.302 | 0.337 | 0.141 | 0.236 | 0.490 | 0.376 | 0.389 | 0.241 | 0.162 | 0.235 | 0.268 | 0.390 |
| **X26** | 0.079 | 0.135 | 0.023 | 0.267 | 0.205 | 0.177 | 0.146 | 0.246 | 0.221 | 0.156 | -0.008 | 0.125 | 0.141 | 0.013 | 0.190 |

**Continúa…**

**Sigue…**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Eliminación por Filas**  Matriz de Varianzas y Covarianzas (101 filas eliminadas)  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | |
| **Variables** | **X16** | **X17** | **X18** | **X19** | **X20** | **X21** | **X22** | **X23** | **X24** | **X25** | **X26** |
| **X16** | 0.752 |  |  |  |  |  |  |  |  |  |  |
| **X17** | 0.291 | 0.725 |  |  |  |  |  |  |  |  |  |
| **X18** | 0.190 | 0.443 | 0.779 |  |  |  |  |  |  |  |  |
| **X19** | 0.344 | 0.443 | 0.391 | 0.908 |  |  |  |  |  |  |  |
| **X20** | 0.353 | 0.252 | 0.260 | 0.347 | 0.609 |  |  |  |  |  |  |
| **X21** | 0.298 | 0.161 | 0.278 | 0.285 | 0.359 | 0.595 |  |  |  |  |  |
| **X22** | 0.320 | 0.182 | 0.244 | 0.261 | 0.254 | 0.397 | 0.641 |  |  |  |  |
| **X23** | 0.280 | 0.137 | 0.111 | 0.099 | 0.240 | 0.322 | 0.316 | 0.659 |  |  |  |
| **X24** | 0.352 | 0.449 | 0.212 | 0.365 | 0.411 | 0.305 | 0.213 | 0.358 | 0.975 |  |  |
| **X25** | 0.273 | 0.271 | 0.236 | 0.476 | 0.285 | 0.282 | 0.264 | 0.164 | 0.418 | 0.741 |  |
| **X26** | 0.227 | 0.132 | 0.122 | 0.193 | 0.248 | 0.190 | 0.124 | 0.068 | 0.370 | 0.084 | 0.953 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Eliminación por Filas**  Matriz de Correlaciones (101 filas eliminadas)  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | | | | | |
| **Variables** | **X1** | **X2** | **X3** | **X4** | **X5** | **X6** | **X7** | **X8** | **X9** | **X10** | **X11** | **X12** | **X13** | **X14** | **X15** |
| **X1** | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X2** | 0.608 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X3** | 0.378 | 0.323 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |
| **X4** | 0.630 | 0.491 | 0.384 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |
| **X5** | 0.665 | 0.551 | 0.383 | 0.592 | 1.000 |  |  |  |  |  |  |  |  |  |  |
| **X6** | 0.531 | 0.460 | 0.269 | 0.558 | 0.500 | 1.000 |  |  |  |  |  |  |  |  |  |
| **X7** | 0.559 | 0.540 | 0.325 | 0.559 | 0.592 | 0.417 | 1.000 |  |  |  |  |  |  |  |  |
| **X8** | 0.515 | 0.449 | 0.306 | 0.342 | 0.481 | 0.278 | 0.414 | 1.000 |  |  |  |  |  |  |  |
| **X9** | 0.429 | 0.394 | 0.230 | 0.403 | 0.415 | 0.235 | 0.405 | 0.727 | 1.000 |  |  |  |  |  |  |
| **X10** | 0.659 | 0.628 | 0.394 | 0.776 | 0.631 | 0.580 | 0.582 | 0.430 | 0.407 | 1.000 |  |  |  |  |  |
| **X11** | 0.408 | 0.346 | 0.383 | 0.459 | 0.497 | 0.411 | 0.424 | 0.434 | 0.469 | 0.519 | 1.000 |  |  |  |  |
| **X12** | 0.560 | 0.531 | 0.273 | 0.580 | 0.529 | 0.581 | 0.470 | 0.337 | 0.429 | 0.616 | 0.521 | 1.000 |  |  |  |
| **X13** | 0.531 | 0.518 | 0.418 | 0.516 | 0.432 | 0.571 | 0.577 | 0.371 | 0.340 | 0.570 | 0.414 | 0.586 | 1.000 |  |  |
| **X14** | 0.538 | 0.545 | 0.295 | 0.457 | 0.582 | 0.463 | 0.480 | 0.366 | 0.369 | 0.568 | 0.523 | 0.547 | 0.481 | 1.000 |  |
| **X15** | 0.512 | 0.426 | 0.417 | 0.499 | 0.511 | 0.510 | 0.502 | 0.408 | 0.415 | 0.593 | 0.485 | 0.457 | 0.542 | 0.443 | 1.000 |
| **X16** | 0.449 | 0.407 | 0.222 | 0.547 | 0.523 | 0.448 | 0.572 | 0.478 | 0.480 | 0.558 | 0.433 | 0.490 | 0.577 | 0.559 | 0.503 |
| **X17** | 0.399 | 0.431 | 0.295 | 0.356 | 0.469 | 0.301 | 0.516 | 0.389 | 0.421 | 0.381 | 0.373 | 0.283 | 0.390 | 0.398 | 0.545 |
| **X18** | 0.219 | 0.334 | 0.495 | 0.365 | 0.356 | 0.268 | 0.357 | 0.296 | 0.276 | 0.360 | 0.357 | 0.259 | 0.349 | 0.284 | 0.431 |
| **X19** | 0.465 | 0.412 | 0.322 | 0.420 | 0.459 | 0.239 | 0.381 | 0.535 | 0.625 | 0.456 | 0.343 | 0.346 | 0.359 | 0.336 | 0.526 |
| **X20** | 0.591 | 0.472 | 0.397 | 0.619 | 0.572 | 0.501 | 0.560 | 0.425 | 0.367 | 0.588 | 0.387 | 0.440 | 0.532 | 0.442 | 0.500 |
| **X21** | 0.437 | 0.531 | 0.466 | 0.480 | 0.574 | 0.474 | 0.391 | 0.363 | 0.321 | 0.599 | 0.470 | 0.490 | 0.474 | 0.425 | 0.518 |
| **X22** | 0.416 | 0.353 | 0.320 | 0.382 | 0.520 | 0.381 | 0.413 | 0.382 | 0.294 | 0.503 | 0.423 | 0.357 | 0.325 | 0.433 | 0.452 |
| **X23** | 0.369 | 0.339 | 0.306 | 0.456 | 0.476 | 0.445 | 0.360 | 0.167 | 0.172 | 0.495 | 0.501 | 0.493 | 0.371 | 0.417 | 0.492 |
| **X24** | 0.412 | 0.537 | 0.262 | 0.459 | 0.574 | 0.384 | 0.500 | 0.309 | 0.350 | 0.532 | 0.352 | 0.393 | 0.373 | 0.377 | 0.498 |
| **X25** | 0.358 | 0.476 | 0.232 | 0.385 | 0.449 | 0.199 | 0.303 | 0.490 | 0.399 | 0.524 | 0.348 | 0.258 | 0.339 | 0.316 | 0.421 |
| **X26** | 0.097 | 0.155 | 0.027 | 0.301 | 0.241 | 0.222 | 0.165 | 0.217 | 0.207 | 0.186 | -0.010 | 0.175 | 0.180 | 0.013 | 0.181 |

**Continúa…**

**Sigue…**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Eliminación por Filas**  Matriz de Correlaciones (101 filas eliminadas)  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | |
| **Variables** | **X16** | **X17** | **X18** | **X19** | **X20** | **X21** | **X22** | **X23** | **X24** | **X25** | **X26** |
| **X16** | 1.000 |  |  |  |  |  |  |  |  |  |  |
| **X17** | 0.395 | 1.000 |  |  |  |  |  |  |  |  |  |
| **X18** | 0.249 | 0.590 | 1.000 |  |  |  |  |  |  |  |  |
| **X19** | 0.416 | 0.546 | 0.464 | 1.000 |  |  |  |  |  |  |  |
| **X20** | 0.522 | 0.380 | 0.378 | 0.466 | 1.000 |  |  |  |  |  |  |
| **X21** | 0.445 | 0.245 | 0.409 | 0.388 | 0.597 | 1.000 |  |  |  |  |  |
| **X22** | 0.462 | 0.267 | 0.346 | 0.342 | 0.407 | 0.643 | 1.000 |  |  |  |  |
| **X23** | 0.397 | 0.198 | 0.156 | 0.129 | 0.378 | 0.514 | 0.486 | 1.000 |  |  |  |
| **X24** | 0.412 | 0.534 | 0.243 | 0.388 | 0.533 | 0.401 | 0.269 | 0.447 | 1.000 |  |  |
| **X25** | 0.366 | 0.369 | 0.311 | 0.580 | 0.424 | 0.425 | 0.382 | 0.234 | 0.491 | 1.000 |  |
| **X26** | 0.268 | 0.159 | 0.142 | 0.208 | 0.325 | 0.253 | 0.159 | 0.085 | 0.384 | 0.100 | 1.000 |

Se puede apreciar en la matriz de varianzas y covarianzas de la matriz de datos originales, muestra que la mayor covarianza se da entre las variables “Saben trabajar en equipo” y “*Saben desarrollar actividades conjuntas con profesionales de áreas diferentes a la suya”,* esto es 0.749 y la menor covarianza es entre las variables “*Sólida formación en Informática”* y “*Muestran clara sensibilidad Social y Humana”.*

Así como también se puede notar que la más alta correlación con la variable *Retos*, se presenta con la variable *Superación*, la misma que alcanza un valor de 0.664, por el contrario, para las proposiciones “*Trabajar en Equipo”* y *“Conocimientos de Informática”*, los coeficientes de correlación son muy cercanos a cero por lo que se concluye que no existe relación lineal entre estas variables y el “*Formación comparable con extranjeros”*

La correlación más fuerte se presenta entre las variables “Saben trabajar en equipo” y “*Saben desarrollar actividades conjuntas con profesionales de áreas diferentes a la suya”*, esta correlación es de 0.725, seguida por la correlación entre las variables “*Son altamente capacitados para llevar a cabo Análisis Cuantitativos”* y *“Tienen alta compresión de los principios Físicos y Naturales”* (0.668).

Mientras que en la matriz de varianzas y covarianzas con filas eliminadas, la covarianza entre “Saben trabajar en equipo” y “*Saben desarrollar actividades conjuntas con profesionales de áreas diferentes a la suya”,* aumenta su valor es decir de 0.749 a 0.924, y ahora la menor covarianza se da entre las variables “*Son personas con capacidad de análisis para llegar a conclusiones válidas, bajo distintas circunstancias”* y “*Poseen el nivel de Inglés adecuado para utilizarlo de la manera requerida por sus actividades en la Organización”,*  la correlación entre las varibles tambièn cambia en la matriz de correlaciones con filas eliminadas, ya que ahora la mayor correlación es entre las variables “*Tienen* *capacidad para manejar los retos e innovaciones” y* “*Tienen* *claros propósitos de superación, esto es: tenacidad y estrategia”* (0.776), y la menor correlación se da entre “*Son personas con capacidad de análisis para llegar a conclusiones válidas, bajo distintas circunstancias”*  y“*Poseen el nivel de Inglés adecuado para utilizarlo de la manera requerida por sus actividades en la Organización”*(0.097).

En el siguiente Cuadro podemos apreciar los estimadores para las variables que tienen datos faltantes, donde la media en la variable “Formación Comparable” con 26% de datos eliminados aumenta de 3.938 a 3.990, así como también su varianza. Mientras que en la variable “Proceso de Ascenso”, la varianza disminuye de 0.812 a 0.752 y el valor de la media aumenta de 3.770 a 3.780

|  |  |
| --- | --- |
| **Método de Eliminación por Filas**  Tamaño de muestra n=209 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Formación Comparable*” y “*Proceso de Ascenso*”** | |
| **Estimadores “Formación Comparable ”**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 26% de datos eliminadas** | | n | | 209 | 101 | | Media | | 3,938 | 3,990 | | Mediana | | 4,000 | 4,000 | | Moda | | 4,000 | 4,000 | | Varianza | | 0,943 | 0,970 | | Desviación Estándar | | 0,971 | 0,984 | | Error Estándar | | 0.067 | 0.098 | | **Coeficiente de Asimetría** | | -0,924 | -1,069 | | Curtosis | | 0,655 | 1,073 | | Rango | | 4,000 | 4,000 | | Mínimo | | 1,000 | 1,000 | | Máximo | | 5,000 | 5,000 | | Percentiles | 25 | 3,000 | 4,000 | | 50 | 4,000 | 4,000 | | 75 | 5,000 | 5,000 | | **Diagrama de Cajas “Formación Comparable ”** |
| **Estimadores “Proceso de Ascenso”**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 26% de datos eliminadas** | | n | | 209 | 101 | | Media | | 3,770 | 3,782 | | Mediana | | 4,000 | 4,000 | | Moda | | 4,000 | 4,000 | | Varianza | | 0,812 | 0,752 | | Desviación Estándar | | 0,901 | 0,867 | | Error Estándar | | 0.062 | 0.086 | | **Coeficiente de Asimetría** | | -0,763 | -0,685 | | Curtosis | | 0,797 | 0,441 | | Rango | | 4,000 | 4,000 | | Mínimo | | 1,000 | 1,000 | | Máximo | | 5,000 | 5,000 | | Percentiles | 25 | 3,000 | 3,000 | | 50 | 4,000 | 4,000 | | 75 | 4,000 | 4,000 | | **Diagrama de Cajas “Proceso de Ascenso”** |

**Método de Imputación por la Media y Regresión**

Estos métodos se aplican a la misma matriz de datos utilizada en el método de eliminación por filas, es decir se completan datos en las variables “Su *formación es comparable a la de profesionales extranjeros”*y “*Su* *proceso de ascenso en el organigrama de la organización es notable”*, que presentan cincuenta y cuatro valores faltantes cada una. A través del Método de Imputación por Media, se procede a calcular la media aritmética de la variable “Su *formación es comparable a la de profesionales extranjeros”*con los cincuenta y cuatro datos faltantes, cuyo valor es 1.928, así como también la media de la variable “*Su* *proceso de ascenso en el organigrama de la organización es notable”,* 1.828; estos valores se reemplazan en los datos faltantes de cada variable.

En las siguientes tablas se realiza una comparación entre el dato observado y el valor con *imputación por la media y regresión*, donde se puede notar que la diferencia en valor absoluto entre el dato observado y el estimado de cada variable es menor en el “Método de Imputación por Regresión”.

|  |  |
| --- | --- |
| **Comparación de los Métodos de Imputación**  Tamaño de muestra n=209 y 5% de datos faltantes en la matriz | |
| *Datos completados en “Su formación es comparable”por la Media*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado Imputación por Media** | **Error**  **| Dato Observado –**  **Resultado de Imputación por Media |** | | 5 | 3.974 | 1,026 | | 5 | 3.974 | 1,026 | | 5 | 3.974 | 1,026 | | 4 | 3.974 | 0,026 | | 3 | 3.974 | 0,974 | | 4 | 3.974 | 0,026 | | 3 | 3.974 | 0,974 | | 5 | 3.974 | 1,026 | | 3 | 3.974 | 0,974 | | 5 | 3.974 | 1,026 | | 4 | 3.974 | 0,026 | | 2 | 3.974 | 1,974 | | 4 | 3.974 | 0,026 | | 5 | 3.974 | 1,026 | | 3 | 3.974 | 0,974 | | 3 | 3.974 | 0,974 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 2 | 3.974 | 1,974 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 1 | 3.974 | 2,974 | | 4 | 3.974 | 0,026 | | 3 | 3.974 | 0,974 | | 5 | 3.974 | 1,026 | | 5 | 3.974 | 1,026 | | 4 | 3.974 | 0,026 | | 5 | 3.974 | 1,026 | | 1 | 3.974 | 2,974 | | 5 | 3.974 | 1,026 | | 4 | 3.974 | 0,026 | | 3 | 3.974 | 0,974 | | 5 | 3.974 | 1,026 | | 4 | 3.974 | 0,026 | | 3 | 3.974 | 0,974 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 5 | 3.974 | 1,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 3 | 3.974 | 0,974 | | 2 | 3.974 | 1,974 | | 3 | 3.974 | 0,974 | | 5 | 3.974 | 1,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | 4 | 3.974 | 0,026 | | *Datos completados en “Su formación es comparable”por Regresión*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción |** | | 5 | 4.976 | 0,024 | | 5 | 4.947 | 0,053 | | 5 | 4.985 | 0,015 | | 4 | 4.023 | 0,023 | | 3 | 2.837 | 0,163 | | 4 | 3.989 | 0,011 | | 3 | 3.165 | 0,165 | | 5 | 4.879 | 0,121 | | 3 | 3.101 | 0,101 | | 5 | 5.392 | 0,392 | | 4 | 4.083 | 0,083 | | 2 | 2.221 | 0,221 | | 4 | 4.475 | 0,475 | | 5 | 4.789 | 0,211 | | 3 | 3.058 | 0,058 | | 3 | 2.882 | 0,118 | | 4 | 3.809 | 0,191 | | 4 | 3.996 | 0,004 | | 2 | 2.145 | 0,145 | | 4 | 4.165 | 0,165 | | 4 | 4.085 | 0,085 | | 4 | 3.982 | 0,018 | | 4 | 3.993 | 0,007 | | 4 | 3.991 | 0,009 | | 1 | 0.972 | 0,028 | | 4 | 3.983 | 0,017 | | 3 | 2.995 | 0,005 | | 5 | 4.863 | 0,137 | | 5 | 4.947 | 0,053 | | 4 | 3.981 | 0,019 | | 5 | 5.018 | 0,018 | | 1 | 1.103 | 0,103 | | 5 | 4.972 | 0,028 | | 4 | 3.981 | 0,019 | | 3 | 2.993 | 0,007 | | 5 | 4.971 | 0,029 | | 4 | 3.986 | 0,014 | | 3 | 2.975 | 0,025 | | 4 | 3.991 | 0,009 | | 4 | 3.883 | 0,117 | | 4 | 3.980 | 0,020 | | 5 | 5.005 | 0,005 | | 4 | 3.992 | 0,008 | | 4 | 4.001 | 0,001 | | 4 | 4.085 | 0,085 | | 4 | 4.101 | 0,101 | | 4 | 4.003 | 0,003 | | 3 | 3.103 | 0,103 | | 2 | 1.992 | 0,008 | | 3 | 2.933 | 0,067 | | 5 | 4.972 | 0,028 | | 4 | 3.993 | 0,007 | | 4 | 3.985 | 0,015 | | 4 | 3.983 | 0,017 | |
| **Comparación de los Métodos de Imputación**  Tamaño de muestra n=209 y 5% de datos faltantes en la matriz | |
| *Datos completados en “Proceso de Ascenso”por la Media*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado Imputación por Media** | **Error**  **| Dato Observado –**  **Resultado de Imputación por Media |** | | 5 | 3.806 | 1,194 | | 3 | 3.806 | 0,806 | | 3 | 3.806 | 0,806 | | 3 | 3.806 | 0,806 | | 4 | 3.806 | 0,194 | | 4 | 3.806 | 0,194 | | 4 | 3.806 | 0,194 | | 5 | 3.806 | 1,194 | | 4 | 3.806 | 0,194 | | 5 | 3.806 | 1,194 | | 1 | 3.806 | 2,806 | | 5 | 3.806 | 1,194 | | 4 | 3.806 | 0,194 | | 3 | 3.806 | 0,806 | | 5 | 3.806 | 1,194 | | 4 | 3.806 | 0,194 | | 2 | 3.806 | 1,806 | | 3 | 3.806 | 0,806 | | 1 | 3.806 | 2,806 | | 4 | 3.806 | 0,194 | | 4 | 3.806 | 0,194 | | 3 | 3.806 | 0,806 | | 4 | 3.806 | 0,194 | | 3 | 3.806 | 0,806 | | 4 | 3.806 | 0,194 | | 4 | 3.806 | 0,194 | | 4 | 3.806 | 0,194 | | 4 | 3.806 | 0,194 | | 5 | 3.806 | 1,194 | | 4 | 3.806 | 0,194 | | 5 | 3.806 | 1,194 | | 2 | 3.806 | 1,806 | | 4 | 3.806 | 0,194 | | 4 | 3.806 | 0,194 | | 5 | 3.806 | 1,194 | | 4 | 3.806 | 0,194 | | 3 | 3.806 | 0,806 | | 3 | 3.806 | 0,806 | | 4 | 3.806 | 0,194 | | 3 | 3.806 | 0,806 | | 5 | 3.806 | 1,194 | | 4 | 3.806 | 0,194 | | 3 | 3.806 | 0,806 | | 2 | 3.806 | 1,806 | | 3 | 3.806 | 0,806 | | 3 | 3.806 | 0,806 | | 5 | 3.806 | 1,194 | | 3 | 3.806 | 0,806 | | 5 | 3.806 | 1,194 | | 3 | 3.806 | 0,806 | | 4 | 3.806 | 0,194 | | 3 | 3.806 | 0,806 | | 4 | 3.806 | 0,194 | | 3 | 3.806 | 0,806 | | *Datos completados en “Proceso de Ascenso”por Regresión*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción |** | | 5 | 4.981 | 0,019 | | 3 | 3.101 | 0,101 | | 3 | 3.054 | 0,054 | | 3 | 3.082 | 0,082 | | 4 | 4.032 | 0,032 | | 4 | 4.101 | 0,101 | | 4 | 4.003 | 0,003 | | 5 | 4.999 | 0,001 | | 4 | 3.972 | 0,028 | | 5 | 5.004 | 0,004 | | 1 | 0.987 | 0,013 | | 5 | 4.972 | 0,028 | | 4 | 4.009 | 0,009 | | 3 | 2.898 | 0,102 | | 5 | 4.932 | 0,068 | | 4 | 3.901 | 0,099 | | 2 | 2.005 | 0,005 | | 3 | 2.992 | 0,008 | | 1 | 1.083 | 0,083 | | 4 | 3.983 | 0,017 | | 4 | 3.972 | 0,028 | | 3 | 2.995 | 0,005 | | 4 | 4.015 | 0,015 | | 3 | 3.200 | 0,200 | | 4 | 4.108 | 0,108 | | 4 | 3.983 | 0,017 | | 4 | 3.974 | 0,026 | | 4 | 4.073 | 0,073 | | 5 | 4.985 | 0,015 | | 4 | 3.932 | 0,068 | | 5 | 4.871 | 0,129 | | 2 | 1.993 | 0,007 | | 4 | 3.982 | 0,018 | | 4 | 3.991 | 0,009 | | 5 | 4.993 | 0,007 | | 4 | 3.932 | 0,068 | | 3 | 2.971 | 0,029 | | 3 | 2.992 | 0,008 | | 4 | 3.931 | 0,069 | | 3 | 2.898 | 0,102 | | 5 | 4.901 | 0,099 | | 4 | 3.907 | 0,093 | | 3 | 2.911 | 0,089 | | 2 | 1.906 | 0,094 | | 3 | 3.072 | 0,072 | | 3 | 3.031 | 0,031 | | 5 | 4.931 | 0,069 | | 3 | 2.922 | 0,078 | | 5 | 4.972 | 0,028 | | 3 | 2.983 | 0,017 | | 4 | 3.915 | 0,085 | | 3 | 2.909 | 0,091 | | 4 | 3.933 | 0,067 | | 3 | 3.081 | 0,081 | |

|  |  |
| --- | --- |
| **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=209 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Su formación es comparable*” y “*Proceso de Ascenso*”** | |
| **Estimadores “*Su formación es comparable*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 209 | 155 | 209 | 209 | | Media | | 3,938 | 3,974 | 3,974 | 3,941 | | Mediana | | 4,000 | 4,000 | 4,000 | 4,000 | | Moda | | 4,000 | 4,000 | 4,000 | 4,000 | | Varianza | | 0,943 | 0,934 | 0,692 | 0,935 | | Desviación Estándar | | 0,971 | 0,967 | 0,832 | 0,967 | | Error Estándar | | 0.067 | 0.078 | 0.058 | 0.067 | | **Coeficiente de Asimetría** | | -0,924 | -0,909 | -1,053 | -0,918 | | Curtosis | | 0,655 | 0,548 | 1,780 | 0,648 | | Rango | | 4,000 | 4,000 | 4,000 | 4,420 | | Mínimo | | 1,000 | 1,000 | 1,000 | 0,970 | | Máximo | | 5,000 | 5,000 | 5,000 | 5,390 | | Percentiles | 25 | 3,000 | 3,000 | 3,974 | 3,102 | | 50 | 4,000 | 4,000 | 4,000 | 4,000 | | 75 | 5,000 | 5,000 | 4,000 | 5,000 | | **Diagrama de Cajas “*Su formación es comparable*”** |
| **Estimadores “*Proceso de Ascenso*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 209 | 155 | 209 | 209 | | Media | | 3,770 | 3,807 | 3,806 | 3,767 | | Mediana | | 4,000 | 4,000 | 4,000 | 4,000 | | Moda | | 4,000 | 4,000 | 4,000 | 4,000 | | Varianza | | 0,812 | 0,755 | 0,559 | 0,806 | | Desviación Estándar | | 0,901 | 0,869 | 0,747 | 0,898 | | Error Estándar | | 0.062 | 0.069 | 0.052 | 0.062 | | **Coeficiente de Asimetría** | | -0,763 | -0,817 | -0,946 | -0,769 | | Curtosis | | 0,797 | 1,028 | 2,421 | 0,794 | | Rango | | 4,000 | 4,000 | 4,000 | 4,020 | | Mínimo | | 1,000 | 1,000 | 1,000 | 0,990 | | Máximo | | 5,000 | 5,000 | 5,000 | 5,000 | | Percentiles | 25 | 3,000 | 3,000 | 3,806 | 3,000 | | 50 | 4,000 | 4,000 | 4,000 | 4,000 | | 75 | 4,000 | 4,000 | 4,000 | 4,000 | | **Diagrama de Cajas “*Proceso de Ascenso*”** |

El vector de medias con 271 datos en total completados por la media en “Su *formación es comparable a la de profesionales extranjeros”* y en “*Su* *proceso de ascenso en el organigrama de la organización es notable”*, es:

![](data:image/x-wmf;base64,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)

Mientras que el vector de medias con 271 datos completados por la regresión en “Su *formación es comparable a la de profesionales extranjeros”* y en “*Su* *proceso de ascenso en el organigrama de la organización es notable”* es:

![](data:image/x-wmf;base64,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)

El efecto que causa en la *matriz de varianzas y covarianzas* y *matriz de correlaciones*, el completar 5% de datos faltantes en una matriz de tamaño 209, por medio de la imputación por media y regresión, se presenta en las siguientes ocho páginas.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Imputación por Media**  Matriz de Varianzas y Covarianzas  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | | | | | |
| **Variables** | **X1** | **X2** | **X3** | **X4** | **X5** | **X6** | **X7** | **X8** | **X9** | **X10** | **X11** | **X12** | **X13** | **X14** | **X15** |
| **X1** | 0.679 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X2** | 0.441 | 0.739 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X3** | 0.312 | 0.322 | 1.007 |  |  |  |  |  |  |  |  |  |  |  |  |
| **X4** | 0.432 | 0.414 | 0.328 | 0.880 |  |  |  |  |  |  |  |  |  |  |  |
| **X5** | 0.419 | 0.402 | 0.283 | 0.481 | 0.679 |  |  |  |  |  |  |  |  |  |  |
| **X6** | 0.374 | 0.352 | 0.253 | 0.427 | 0.338 | 0.721 |  |  |  |  |  |  |  |  |  |
| **X7** | 0.399 | 0.372 | 0.268 | 0.515 | 0.435 | 0.333 | 0.773 |  |  |  |  |  |  |  |  |
| **X8** | 0.403 | 0.403 | 0.318 | 0.414 | 0.352 | 0.282 | 0.416 | 1.127 |  |  |  |  |  |  |  |
| **X9** | 0.311 | 0.355 | 0.229 | 0.380 | 0.333 | 0.250 | 0.350 | 0.749 | 0.947 |  |  |  |  |  |  |
| **X10** | 0.364 | 0.404 | 0.238 | 0.523 | 0.430 | 0.384 | 0.406 | 0.379 | 0.388 | 0.706 |  |  |  |  |  |
| **X11** | 0.235 | 0.231 | 0.231 | 0.354 | 0.286 | 0.298 | 0.282 | 0.388 | 0.332 | 0.309 | 0.630 |  |  |  |  |
| **X12** | 0.303 | 0.315 | 0.204 | 0.450 | 0.345 | 0.375 | 0.345 | 0.282 | 0.289 | 0.365 | 0.339 | 0.600 |  |  |  |
| **X13** | 0.329 | 0.337 | 0.338 | 0.374 | 0.301 | 0.413 | 0.366 | 0.309 | 0.269 | 0.353 | 0.269 | 0.385 | 0.649 |  |  |
| **X14** | 0.296 | 0.273 | 0.170 | 0.256 | 0.316 | 0.256 | 0.276 | 0.214 | 0.194 | 0.243 | 0.282 | 0.271 | 0.253 | 0.692 |  |
| **X15** | 0.376 | 0.401 | 0.388 | 0.390 | 0.347 | 0.416 | 0.357 | 0.414 | 0.381 | 0.460 | 0.341 | 0.332 | 0.388 | 0.336 | 1.001 |
| **X16** | 0.283 | 0.286 | 0.162 | 0.393 | 0.310 | 0.281 | 0.350 | 0.344 | 0.325 | 0.297 | 0.223 | 0.275 | 0.279 | 0.230 | 0.288 |
| **X17** | 0.278 | 0.305 | 0.244 | 0.363 | 0.323 | 0.279 | 0.370 | 0.338 | 0.373 | 0.321 | 0.245 | 0.197 | 0.252 | 0.229 | 0.431 |
| **X18** | 0.249 | 0.296 | 0.390 | 0.357 | 0.295 | 0.204 | 0.326 | 0.301 | 0.285 | 0.297 | 0.268 | 0.219 | 0.278 | 0.205 | 0.375 |
| **X19** | 0.266 | 0.300 | 0.215 | 0.387 | 0.330 | 0.214 | 0.344 | 0.482 | 0.516 | 0.339 | 0.259 | 0.234 | 0.234 | 0.188 | 0.386 |
| **X20** | 0.312 | 0.296 | 0.243 | 0.462 | 0.358 | 0.311 | 0.442 | 0.339 | 0.320 | 0.381 | 0.259 | 0.303 | 0.305 | 0.259 | 0.372 |
| **X21** | 0.297 | 0.364 | 0.331 | 0.364 | 0.335 | 0.336 | 0.288 | 0.255 | 0.243 | 0.357 | 0.299 | 0.324 | 0.353 | 0.231 | 0.375 |
| **X22** | 0.257 | 0.274 | 0.260 | 0.302 | 0.291 | 0.270 | 0.245 | 0.241 | 0.235 | 0.277 | 0.238 | 0.256 | 0.255 | 0.243 | 0.326 |
| **X23** | 0.241 | 0.236 | 0.267 | 0.335 | 0.284 | 0.285 | 0.270 | 0.144 | 0.170 | 0.324 | 0.288 | 0.339 | 0.306 | 0.212 | 0.309 |
| **X24** | 0.298 | 0.369 | 0.182 | 0.440 | 0.413 | 0.260 | 0.474 | 0.385 | 0.375 | 0.417 | 0.302 | 0.308 | 0.260 | 0.252 | 0.387 |
| **X25** | 0.229 | 0.321 | 0.228 | 0.304 | 0.271 | 0.232 | 0.229 | 0.397 | 0.326 | 0.340 | 0.247 | 0.175 | 0.246 | 0.190 | 0.366 |
| **X26** | 0.203 | 0.229 | 0.189 | 0.350 | 0.237 | 0.272 | 0.258 | 0.332 | 0.263 | 0.245 | 0.147 | 0.203 | 0.199 | 0.066 | 0.267 |

**Continúa…**

**Sigue…**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Imputación por Media**  Matriz de Varianzas y Covarianzas  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | |
| **Variables** | **X16** | **X17** | **X18** | **X19** | **X20** | **X21** | **X22** | **X23** | **X24** | **X25** | **X26** |
| **X16** | 0.559 |  |  |  |  |  |  |  |  |  |  |
| **X17** | 0.211 | 0.823 |  |  |  |  |  |  |  |  |  |
| **X18** | 0.165 | 0.467 | 0.769 |  |  |  |  |  |  |  |  |
| **X19** | 0.241 | 0.445 | 0.371 | 0.825 |  |  |  |  |  |  |  |
| **X20** | 0.244 | 0.352 | 0.332 | 0.392 | 0.642 |  |  |  |  |  |  |
| **X21** | 0.230 | 0.220 | 0.308 | 0.244 | 0.352 | 0.589 |  |  |  |  |  |
| **X22** | 0.232 | 0.216 | 0.276 | 0.199 | 0.271 | 0.383 | 0.559 |  |  |  |  |
| **X23** | 0.242 | 0.145 | 0.154 | 0.098 | 0.243 | 0.347 | 0.307 | 0.729 |  |  |  |
| **X24** | 0.281 | 0.377 | 0.268 | 0.364 | 0.432 | 0.306 | 0.234 | 0.332 | 0.946 |  |  |
| **X25** | 0.178 | 0.312 | 0.250 | 0.379 | 0.306 | 0.268 | 0.250 | 0.142 | 0.368 | 0.652 |  |
| **X26** | 0.244 | 0.290 | 0.228 | 0.265 | 0.255 | 0.215 | 0.171 | 0.195 | 0.332 | 0.177 | 0.995 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Imputación por Media**  Matriz de Correlaciones  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | | | | | |
| **Variables** | **X1** | **X2** | **X3** | **X4** | **X5** | **X6** | **X7** | **X8** | **X9** | **X10** | **X11** | **X12** | **X13** | **X14** | **X15** |
| **X1** | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X2** | 0.623 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X3** | 0.377 | 0.373 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |
| **X4** | 0.559 | 0.513 | 0.349 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |
| **X5** | 0.616 | 0.567 | 0.343 | 0.622 | 1.000 |  |  |  |  |  |  |  |  |  |  |
| **X6** | 0.534 | 0.482 | 0.297 | 0.536 | 0.483 | 1.000 |  |  |  |  |  |  |  |  |  |
| **X7** | 0.551 | 0.492 | 0.304 | 0.625 | 0.600 | 0.446 | 1.000 |  |  |  |  |  |  |  |  |
| **X8** | 0.461 | 0.442 | 0.298 | 0.416 | 0.402 | 0.313 | 0.445 | 1.000 |  |  |  |  |  |  |  |
| **X9** | 0.387 | 0.425 | 0.235 | 0.417 | 0.416 | 0.303 | 0.410 | 0.725 | 1.000 |  |  |  |  |  |  |
| **X10** | 0.525 | 0.559 | 0.283 | 0.664 | 0.621 | 0.538 | 0.550 | 0.425 | 0.474 | 1.000 |  |  |  |  |  |
| **X11** | 0.359 | 0.338 | 0.290 | 0.475 | 0.437 | 0.443 | 0.404 | 0.460 | 0.429 | 0.463 | 1.000 |  |  |  |  |
| **X12** | 0.475 | 0.473 | 0.263 | 0.620 | 0.540 | 0.570 | 0.506 | 0.343 | 0.383 | 0.561 | 0.551 | 1.000 |  |  |  |
| **X13** | 0.495 | 0.487 | 0.418 | 0.495 | 0.454 | 0.604 | 0.517 | 0.362 | 0.344 | 0.521 | 0.421 | 0.616 | 1.000 |  |  |
| **X14** | 0.431 | 0.382 | 0.204 | 0.328 | 0.461 | 0.363 | 0.377 | 0.242 | 0.240 | 0.347 | 0.427 | 0.421 | 0.377 | 1.000 |  |
| **X15** | 0.456 | 0.467 | 0.386 | 0.415 | 0.421 | 0.490 | 0.406 | 0.390 | 0.391 | 0.547 | 0.429 | 0.428 | 0.482 | 0.403 | 1.000 |
| **X16** | 0.460 | 0.445 | 0.216 | 0.560 | 0.503 | 0.443 | 0.533 | 0.434 | 0.446 | 0.474 | 0.376 | 0.476 | 0.464 | 0.369 | 0.385 |
| **X17** | 0.372 | 0.391 | 0.268 | 0.427 | 0.432 | 0.362 | 0.464 | 0.351 | 0.422 | 0.421 | 0.340 | 0.281 | 0.345 | 0.304 | 0.475 |
| **X18** | 0.344 | 0.393 | 0.442 | 0.434 | 0.408 | 0.274 | 0.422 | 0.324 | 0.334 | 0.404 | 0.385 | 0.323 | 0.393 | 0.281 | 0.428 |
| **X19** | 0.356 | 0.385 | 0.236 | 0.454 | 0.441 | 0.278 | 0.431 | 0.501 | 0.583 | 0.444 | 0.359 | 0.332 | 0.321 | 0.249 | 0.425 |
| **X20** | 0.473 | 0.430 | 0.302 | 0.614 | 0.542 | 0.458 | 0.627 | 0.399 | 0.411 | 0.566 | 0.406 | 0.489 | 0.472 | 0.388 | 0.464 |
| **X21** | 0.469 | 0.553 | 0.430 | 0.506 | 0.530 | 0.516 | 0.427 | 0.313 | 0.325 | 0.553 | 0.491 | 0.545 | 0.572 | 0.362 | 0.488 |
| **X22** | 0.417 | 0.427 | 0.347 | 0.431 | 0.473 | 0.426 | 0.372 | 0.304 | 0.323 | 0.440 | 0.400 | 0.442 | 0.424 | 0.392 | 0.435 |
| **X23** | 0.343 | 0.321 | 0.311 | 0.419 | 0.403 | 0.393 | 0.360 | 0.158 | 0.205 | 0.452 | 0.425 | 0.513 | 0.445 | 0.299 | 0.362 |
| **X24** | 0.371 | 0.441 | 0.187 | 0.482 | 0.516 | 0.315 | 0.555 | 0.373 | 0.396 | 0.511 | 0.391 | 0.409 | 0.332 | 0.312 | 0.398 |
| **X25** | 0.345 | 0.463 | 0.281 | 0.401 | 0.406 | 0.339 | 0.323 | 0.463 | 0.415 | 0.501 | 0.385 | 0.279 | 0.378 | 0.282 | 0.453 |
| **X26** | 0.247 | 0.267 | 0.189 | 0.374 | 0.289 | 0.321 | 0.294 | 0.314 | 0.271 | 0.292 | 0.185 | 0.263 | 0.247 | 0.080 | 0.268 |

**Continúa…**

**Sigue…**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Imputación por Media**  Matriz de Correlaciones  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | |
| **Variables** | **X16** | **X17** | **X18** | **X19** | **X20** | **X21** | **X22** | **X23** | **X24** | **X25** | **X26** |
| **X16** | 1.000 |  |  |  |  |  |  |  |  |  |  |
| **X17** | 0.312 | 1.000 |  |  |  |  |  |  |  |  |  |
| **X18** | 0.251 | 0.587 | 1.000 |  |  |  |  |  |  |  |  |
| **X19** | 0.356 | 0.540 | 0.466 | 1.000 |  |  |  |  |  |  |  |
| **X20** | 0.408 | 0.485 | 0.472 | 0.539 | 1.000 |  |  |  |  |  |  |
| **X21** | 0.401 | 0.316 | 0.458 | 0.350 | 0.573 | 1.000 |  |  |  |  |  |
| **X22** | 0.415 | 0.319 | 0.421 | 0.293 | 0.452 | 0.668 | 1.000 |  |  |  |  |
| **X23** | 0.379 | 0.187 | 0.205 | 0.126 | 0.355 | 0.529 | 0.481 | 1.000 |  |  |  |
| **X24** | 0.386 | 0.427 | 0.314 | 0.412 | 0.554 | 0.410 | 0.322 | 0.400 | 1.000 |  |  |
| **X25** | 0.294 | 0.426 | 0.353 | 0.517 | 0.472 | 0.433 | 0.414 | 0.206 | 0.468 | 1.000 |  |
| **X26** | 0.327 | 0.321 | 0.260 | 0.292 | 0.319 | 0.281 | 0.229 | 0.229 | 0.342 | 0.220 | 1.000 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Imputación por Regresión**  Matriz de Varianzas y Covarianzas  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | | | | | |
| **Variables** | **X1** | **X2** | **X3** | **X4** | **X5** | **X6** | **X7** | **X8** | **X9** | **X10** | **X11** | **X12** | **X13** | **X14** | **X15** |
| **X1** | 0.679 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X2** | 0.441 | 0.739 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X3** | 0.312 | 0.322 | 1.007 |  |  |  |  |  |  |  |  |  |  |  |  |
| **X4** | 0.432 | 0.414 | 0.328 | 0.880 |  |  |  |  |  |  |  |  |  |  |  |
| **X5** | 0.419 | 0.402 | 0.283 | 0.481 | 0.679 |  |  |  |  |  |  |  |  |  |  |
| **X6** | 0.374 | 0.352 | 0.253 | 0.427 | 0.338 | 0.721 |  |  |  |  |  |  |  |  |  |
| **X7** | 0.399 | 0.372 | 0.268 | 0.515 | 0.435 | 0.333 | 0.773 |  |  |  |  |  |  |  |  |
| **X8** | 0.403 | 0.403 | 0.318 | 0.414 | 0.352 | 0.282 | 0.416 | 1.127 |  |  |  |  |  |  |  |
| **X9** | 0.311 | 0.355 | 0.229 | 0.380 | 0.333 | 0.250 | 0.350 | 0.749 | 0.947 |  |  |  |  |  |  |
| **X10** | 0.364 | 0.404 | 0.238 | 0.523 | 0.430 | 0.384 | 0.406 | 0.379 | 0.388 | 0.706 |  |  |  |  |  |
| **X11** | 0.235 | 0.231 | 0.231 | 0.354 | 0.286 | 0.298 | 0.282 | 0.388 | 0.332 | 0.309 | 0.630 |  |  |  |  |
| **X12** | 0.303 | 0.315 | 0.204 | 0.450 | 0.345 | 0.375 | 0.345 | 0.282 | 0.289 | 0.365 | 0.339 | 0.600 |  |  |  |
| **X13** | 0.329 | 0.337 | 0.338 | 0.374 | 0.301 | 0.413 | 0.366 | 0.309 | 0.269 | 0.353 | 0.269 | 0.385 | 0.649 |  |  |
| **X14** | 0.434 | 0.413 | 0.364 | 0.417 | 0.418 | 0.411 | 0.375 | 0.357 | 0.309 | 0.351 | 0.373 | 0.392 | 0.372 | 0.935 |  |
| **X15** | 0.376 | 0.401 | 0.388 | 0.390 | 0.347 | 0.416 | 0.357 | 0.414 | 0.381 | 0.460 | 0.341 | 0.332 | 0.388 | 0.447 | 1.001 |
| **X16** | 0.360 | 0.350 | 0.200 | 0.453 | 0.360 | 0.324 | 0.387 | 0.384 | 0.357 | 0.358 | 0.255 | 0.331 | 0.342 | 0.409 | 0.391 |
| **X17** | 0.278 | 0.305 | 0.244 | 0.363 | 0.323 | 0.279 | 0.370 | 0.338 | 0.373 | 0.321 | 0.245 | 0.197 | 0.252 | 0.319 | 0.431 |
| **X18** | 0.249 | 0.296 | 0.390 | 0.357 | 0.295 | 0.204 | 0.326 | 0.301 | 0.285 | 0.297 | 0.268 | 0.219 | 0.278 | 0.344 | 0.375 |
| **X19** | 0.266 | 0.300 | 0.215 | 0.387 | 0.330 | 0.214 | 0.344 | 0.482 | 0.516 | 0.339 | 0.259 | 0.234 | 0.234 | 0.274 | 0.386 |
| **X20** | 0.312 | 0.296 | 0.243 | 0.462 | 0.358 | 0.311 | 0.442 | 0.339 | 0.320 | 0.381 | 0.259 | 0.303 | 0.305 | 0.345 | 0.372 |
| **X21** | 0.297 | 0.364 | 0.331 | 0.364 | 0.335 | 0.336 | 0.288 | 0.255 | 0.243 | 0.357 | 0.299 | 0.324 | 0.353 | 0.349 | 0.375 |
| **X22** | 0.257 | 0.274 | 0.260 | 0.302 | 0.291 | 0.270 | 0.245 | 0.241 | 0.235 | 0.277 | 0.238 | 0.256 | 0.255 | 0.334 | 0.326 |
| **X23** | 0.241 | 0.236 | 0.267 | 0.335 | 0.284 | 0.285 | 0.270 | 0.144 | 0.170 | 0.324 | 0.288 | 0.339 | 0.306 | 0.306 | 0.309 |
| **X24** | 0.298 | 0.369 | 0.182 | 0.440 | 0.413 | 0.260 | 0.474 | 0.385 | 0.375 | 0.417 | 0.302 | 0.308 | 0.260 | 0.321 | 0.387 |
| **X25** | 0.229 | 0.321 | 0.228 | 0.304 | 0.271 | 0.232 | 0.229 | 0.397 | 0.326 | 0.340 | 0.247 | 0.175 | 0.246 | 0.281 | 0.366 |
| **X26** | 0.203 | 0.229 | 0.189 | 0.350 | 0.237 | 0.272 | 0.258 | 0.332 | 0.263 | 0.245 | 0.147 | 0.203 | 0.199 | 0.219 | 0.267 |

**Continúa…**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Imputación por Regresión**  Matriz de Varianzas y Covarianzas  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | |
| **Variables** | **X16** | **X17** | **X18** | **X19** | **X20** | **X21** | **X22** | **X23** | **X24** | **X25** | **X26** |
| **X16** | 0.806 |  |  |  |  |  |  |  |  |  |  |
| **X17** | 0.326 | 0.823 |  |  |  |  |  |  |  |  |  |
| **X18** | 0.228 | 0.467 | 0.769 |  |  |  |  |  |  |  |  |
| **X19** | 0.338 | 0.445 | 0.371 | 0.825 |  |  |  |  |  |  |  |
| **X20** | 0.311 | 0.352 | 0.332 | 0.392 | 0.642 |  |  |  |  |  |  |
| **X21** | 0.290 | 0.220 | 0.308 | 0.244 | 0.352 | 0.589 |  |  |  |  |  |
| **X22** | 0.278 | 0.216 | 0.276 | 0.199 | 0.271 | 0.383 | 0.559 |  |  |  |  |
| **X23** | 0.283 | 0.145 | 0.154 | 0.098 | 0.243 | 0.347 | 0.307 | 0.729 |  |  |  |
| **X24** | 0.349 | 0.377 | 0.268 | 0.364 | 0.432 | 0.306 | 0.234 | 0.332 | 0.946 |  |  |
| **X25** | 0.254 | 0.312 | 0.250 | 0.379 | 0.306 | 0.268 | 0.250 | 0.142 | 0.368 | 0.652 |  |
| **X26** | 0.358 | 0.290 | 0.228 | 0.265 | 0.255 | 0.215 | 0.171 | 0.195 | 0.332 | 0.177 | 0.995 |

**Sigue…**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Imputación por Regresión**  Matriz de Correlaciones  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | | | | | |
| **Variables** | **X1** | **X2** | **X3** | **X4** | **X5** | **X6** | **X7** | **X8** | **X9** | **X10** | **X11** | **X12** | **X13** | **X14** | **X15** |
| **X1** | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X2** | 0.623 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| **X3** | 0.377 | 0.373 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |  |
| **X4** | 0.559 | 0.513 | 0.349 | 1.000 |  |  |  |  |  |  |  |  |  |  |  |
| **X5** | 0.616 | 0.567 | 0.343 | 0.622 | 1.000 |  |  |  |  |  |  |  |  |  |  |
| **X6** | 0.534 | 0.482 | 0.297 | 0.536 | 0.483 | 1.000 |  |  |  |  |  |  |  |  |  |
| **X7** | 0.551 | 0.492 | 0.304 | 0.625 | 0.600 | 0.446 | 1.000 |  |  |  |  |  |  |  |  |
| **X8** | 0.461 | 0.442 | 0.298 | 0.416 | 0.402 | 0.313 | 0.445 | 1.000 |  |  |  |  |  |  |  |
| **X9** | 0.387 | 0.425 | 0.235 | 0.417 | 0.416 | 0.303 | 0.410 | 0.725 | 1.000 |  |  |  |  |  |  |
| **X10** | 0.525 | 0.559 | 0.283 | 0.664 | 0.621 | 0.538 | 0.550 | 0.425 | 0.474 | 1.000 |  |  |  |  |  |
| **X11** | 0.359 | 0.338 | 0.290 | 0.475 | 0.437 | 0.443 | 0.404 | 0.460 | 0.429 | 0.463 | 1.000 |  |  |  |  |
| **X12** | 0.475 | 0.473 | 0.263 | 0.620 | 0.540 | 0.570 | 0.506 | 0.343 | 0.383 | 0.561 | 0.551 | 1.000 |  |  |  |
| **X13** | 0.495 | 0.487 | 0.418 | 0.495 | 0.454 | 0.604 | 0.517 | 0.362 | 0.344 | 0.521 | 0.421 | 0.616 | 1.000 |  |  |
| **X14** | 0.544 | 0.496 | 0.375 | 0.459 | 0.524 | 0.501 | 0.441 | 0.348 | 0.328 | 0.433 | 0.486 | 0.523 | 0.477 | 1.000 |  |
| **X15** | 0.456 | 0.467 | 0.386 | 0.415 | 0.421 | 0.490 | 0.406 | 0.390 | 0.391 | 0.547 | 0.429 | 0.428 | 0.482 | 0.462 | 1.000 |
| **X16** | 0.486 | 0.454 | 0.221 | 0.538 | 0.487 | 0.426 | 0.491 | 0.403 | 0.409 | 0.475 | 0.358 | 0.476 | 0.473 | 0.471 | 0.435 |
| **X17** | 0.372 | 0.391 | 0.268 | 0.427 | 0.432 | 0.362 | 0.464 | 0.351 | 0.422 | 0.421 | 0.340 | 0.281 | 0.345 | 0.363 | 0.475 |
| **X18** | 0.344 | 0.393 | 0.442 | 0.434 | 0.408 | 0.274 | 0.422 | 0.324 | 0.334 | 0.404 | 0.385 | 0.323 | 0.393 | 0.405 | 0.428 |
| **X19** | 0.356 | 0.385 | 0.236 | 0.454 | 0.441 | 0.278 | 0.431 | 0.501 | 0.583 | 0.444 | 0.359 | 0.332 | 0.321 | 0.312 | 0.425 |
| **X20** | 0.473 | 0.430 | 0.302 | 0.614 | 0.542 | 0.458 | 0.627 | 0.399 | 0.411 | 0.566 | 0.406 | 0.489 | 0.472 | 0.445 | 0.464 |
| **X21** | 0.469 | 0.553 | 0.430 | 0.506 | 0.530 | 0.516 | 0.427 | 0.313 | 0.325 | 0.553 | 0.491 | 0.545 | 0.572 | 0.471 | 0.488 |
| **X22** | 0.417 | 0.427 | 0.347 | 0.431 | 0.473 | 0.426 | 0.372 | 0.304 | 0.323 | 0.440 | 0.400 | 0.442 | 0.424 | 0.462 | 0.435 |
| **X23** | 0.343 | 0.321 | 0.311 | 0.419 | 0.403 | 0.393 | 0.360 | 0.158 | 0.205 | 0.452 | 0.425 | 0.513 | 0.445 | 0.371 | 0.362 |
| **X24** | 0.371 | 0.441 | 0.187 | 0.482 | 0.516 | 0.315 | 0.555 | 0.373 | 0.396 | 0.511 | 0.391 | 0.409 | 0.332 | 0.342 | 0.398 |
| **X25** | 0.345 | 0.463 | 0.281 | 0.401 | 0.406 | 0.339 | 0.323 | 0.463 | 0.415 | 0.501 | 0.385 | 0.279 | 0.378 | 0.360 | 0.453 |
| **X26** | 0.247 | 0.267 | 0.189 | 0.374 | 0.289 | 0.321 | 0.294 | 0.314 | 0.271 | 0.292 | 0.185 | 0.263 | 0.247 | 0.227 | 0.268 |

**Continúa…**

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Método de Imputación por Regresión**  Matriz de Correlaciones  **Tamaño de muestra n=209, 5% de datos faltantes en la matriz** | | | | | | | | | | | |
| **Variables** | **X16** | **X17** | **X18** | **X19** | **X20** | **X21** | **X22** | **X23** | **X24** | **X25** | **X26** |
| **X16** | 1.000 |  |  |  |  |  |  |  |  |  |  |
| **X17** | 0.400 | 1.000 |  |  |  |  |  |  |  |  |  |
| **X18** | 0.290 | 0.587 | 1.000 |  |  |  |  |  |  |  |  |
| **X19** | 0.414 | 0.540 | 0.466 | 1.000 |  |  |  |  |  |  |  |
| **X20** | 0.432 | 0.485 | 0.472 | 0.539 | 1.000 |  |  |  |  |  |  |
| **X21** | 0.421 | 0.316 | 0.458 | 0.350 | 0.573 | 1.000 |  |  |  |  |  |
| **X22** | 0.414 | 0.319 | 0.421 | 0.293 | 0.452 | 0.668 | 1.000 |  |  |  |  |
| **X23** | 0.369 | 0.187 | 0.205 | 0.126 | 0.355 | 0.529 | 0.481 | 1.000 |  |  |  |
| **X24** | 0.400 | 0.427 | 0.314 | 0.412 | 0.554 | 0.410 | 0.322 | 0.400 | 1.000 |  |  |
| **X25** | 0.350 | 0.426 | 0.353 | 0.517 | 0.472 | 0.433 | 0.414 | 0.206 | 0.468 | 1.000 |  |
| **X26** | 0.400 | 0.321 | 0.260 | 0.292 | 0.319 | 0.281 | 0.229 | 0.229 | 0.342 | 0.220 | 1.000 |

**Sigue…**

En la matriz de varianzas y covarianzas de los datos completados por el Método de Imputación por media, podemos apreciar que las únicas covarianzas que cambian, son las de las variables a las cuales se les completó datos, donde la mayoría de las covarianzas disminuyen; tal es el caso de la covarianza entre “*Son personas con capacidad de análisis para llegar a conclusiones válidas, bajo distintas circunstancias”* y “Su *formación es comparable a la de profesionales Extranjeros”,* que disminuye de 0.442 (valor de la matriz de datos originales) a 0.296, así como también la covarianza entre “*Tienen* *capacidad para manejar los retos e innovaciones”* y “*Su* *proceso de ascenso en el organigrama de la Organización es notable” ,* que disminuye de 0.432 a 0.393.

En la matriz de correlaciones de los datos completados por medio de Imputación por media se aprecia que, la correlación entre “*Saben* *desarrollar actividades conjuntas con profesionales de áreas diferentes a la suya”* y “Su *formación es comparable a la de profesionales Extranjeros”* disminuye de 0.369(en la matriz de correlación de datos originales) a 0.240, mientras que la correlación entre “Su *formación es comparable a la de profesionales Extranjeros”* y “*Poseen el nivel de Inglés adecuado para utilizarlo de la manera requerida por sus actividades en la Organización”* aumenta de 0.013 a 0.080.

Por otro lado, en la matriz de varianzas y covarianzas de de los datos completados utilizando regresión, la covarianza entre “*Son personas con capacidad de análisis para llegar a conclusiones válidas, bajo distintas circunstancias”* y “Su *formación es comparable a la de profesionales Extranjeros”,* es de 0.434 (covarianza que tiende al verdadero valor de la matriz de varianzas y covarianzas de los datos originales, 0.442), así como también la covarianza entre “*Tienen* *capacidad para manejar los retos e innovaciones”* y “*Su* *proceso de ascenso en el organigrama de la Organización es notable” ,* que es de 0.453.

En la matriz de correlaciones de los datos completados por regresión, la correlación entre “*Saben* *desarrollar actividades conjuntas con profesionales de áreas diferentes a la suya”* y “Su *formación es comparable a la de profesionales Extranjeros”* disminuye de 0.369(en la matriz de correlación de datos originales) a 0.329, mientras que la correlación entre “Su *formación es comparable a la de profesionales Extranjeros”* y “*Poseen el nivel de Inglés adecuado para utilizarlo de la manera requerida por sus actividades en la Organización”* aumenta de 0.013 a 0.227.

**Conclusión:**

Puesto que la matriz de datos con que se trabajó contiene variables aleatorias dependientes, es decir están correlacionadas, los valores estimados por medio del método de imputación por regresión tienden al valor observado, por lo que se puede comprobar que este método es preferible al de la media. Además como la cantidad de datos faltantes es del 5% el método de eliminación por filas, no afecta mayormente a la matriz de varianzas y covarianzas de correlaciones.