CAPÍTULO IV

**4. SIMULACIÓN BAJO DISTINTAS CONDICIONES UNIVARIADAS Y MULTIVARIADAS**

* 1. **Introducción**

En el presente capítulo se presentan y analizan los resultados obtenidos al comparar los métodos de imputación utilizando diferentes tamaños de muestras: 30, 50 y 100 así como distintas distribuciones continuas y discretas tales como: normal, poisson y exponencial. El análisis se lo realiza para variables aleatorias conjuntas dependientes e independientes. Para la generación de las variables aleatorias se utiliza el programa Matlab 6.5 el cual provee de los comandos adecuados para la realización de esta tarea.

Se escogieron tamaños de muestra de 30, 50 y 100, puesto que en primera instancia se realizó simulaciones con tamaños de muestra *n*=10, de los cuales no se pudo obtener resultados dignos de comentario.

En la sección 4.2 se presentan simulaciones para distribuciones normal, poisson y exponencial, idénticamente distribuìdas e independientes, mientras que en la sección 4.3 se presentan distribuciones con variables aleatorias dependientes. Para la utilización del Método de Imputación por Regresión se desarrolló un algoritmo en Matlab 6.5 (Ver Anexo 2).

**4.2 Matrices de Datos con variables aleatorias independientes**

**4.2.1 Distribución Normal: *Tres datos faltantes* en una sola variable (2% de la matriz), tamaño de muestra n=30**
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.1**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Normal (5, 1)**  Tamaño de muestra n=30 | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 4.813 | 3.396 | 5.569 | 3.812 | 5.806 |
| 5.726 | 5.257 | 4.744 | 2.798 | 5.232 |
| 4.412 | 3.944 | 4.623 | 5.986 | 4.010 |
| 7.183 | 6.415 | 4.704 | 4.481 | 6.340 |
| 4.864 | 4.195 | 3.525 | 5.327 | 5.290 |
| 5.114 | 5.529 | 4.766 | 5.234 | 6.479 |
| 6.067 | 5.219 | 5.118 | 5.022 | 6.138 |
| 5.059 | 4.078 | 5.315 | 3.996 | 4.316 |
| 4.904 | 2.829 | 6.444 | 4.053 | 3.708 |
| **4.168** | 4.941 | 4.649 | 4.626 | 4.927 |
| 5.294 | 3.989 | 5.623 | 3.814 | 4.669 |
| 3.664 | 5.615 | 5.799 | 3.944 | 4.156 |
| 5.714 | 5.508 | 5.941 | 6.473 | 5.498 |
| **6.624** | 6.692 | 4.008 | 5.056 | 6.489 |
| 4.308 | 5.591 | 5.212 | 3.783 | 4.454 |
| 5.858 | 4.356 | 5.238 | 4.959 | 4.153 |
| 6.254 | 5.380 | 3.992 | 3.872 | 4.754 |
| 3.406 | 3.991 | 4.258 | 3.651 | 5.663 |
| 3.559 | 4.981 | 6.082 | 4.739 | 4.146 |
| 5.571 | 4.952 | 4.869 | 5.954 | 3.799 |
| 4.600 | 5.000 | 5.390 | 5.129 | 4.880 |
| 5.690 | 4.682 | 5.088 | 5.657 | 4.935 |
| 5.816 | 6.095 | 4.365 | 3.832 | 5.485 |
| 5.712 | 3.126 | 4.440 | 4.539 | 4.405 |
| **6.290** | 5.428 | 5.444 | 4.738 | 4.850 |
| 5.669 | 5.896 | 4.050 | 3.787 | 4.565 |
| 6.191 | 5.731 | 5.781 | 3.681 | 4.921 |
| 3.798 | 5.578 | 5.569 | 5.931 | 6.535 |
| 4.980 | 5.040 | 4.178 | 5.011 | 4.394 |
| 4.843 | 5.677 | 4.734 | 4.355 | 3.653 |

**Elaborado por**: G. Cuenca

El vector de medias de los datos originales es:
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**Método de Eliminación por Filas**

Como detallamos en el Capítulo 1, el Método de Eliminación por Filas no toma en cuenta las filas donde se encuentren datos faltantes y como los datos faltantes recayeron en la variable *X*1 y son: el *X*10,1=4.168, *X*14,1=6.624 y el *X*25,1=6.290, se procede a prescindir de las filas diez, catorce y veinte y cinco. La matriz resultante con filas eliminadas se muestra en la Tabla 4.2.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.2**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Normal (5,1)**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz  **Matriz de datos con tres filas eliminadas** | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 4.813 | 3.396 | 5.569 | 3.812 | 5.806 |
| 5.726 | 5.257 | 4.744 | 2.798 | 5.232 |
| 4.412 | 3.944 | 4.623 | 5.986 | 4.010 |
| 7.183 | 6.415 | 4.704 | 4.481 | 6.340 |
| 4.864 | 4.195 | 3.525 | 5.327 | 5.290 |
| 5.114 | 5.529 | 4.766 | 5.234 | 6.479 |
| 6.067 | 5.219 | 5.118 | 5.022 | 6.138 |
| 5.059 | 4.078 | 5.315 | 3.996 | 4.316 |
| 4.904 | 2.829 | 6.444 | 4.053 | 3.708 |
| 5.294 | 3.989 | 5.623 | 3.814 | 4.669 |
| 3.664 | 5.615 | 5.799 | 3.944 | 4.156 |
| 5.714 | 5.508 | 5.941 | 6.473 | 5.498 |
| 4.308 | 5.591 | 5.212 | 3.783 | 4.454 |
| 5.858 | 4.356 | 5.238 | 4.959 | 4.153 |
| 6.254 | 5.380 | 3.992 | 3.872 | 4.754 |
| 3.406 | 3.991 | 4.258 | 3.651 | 5.663 |
| 3.559 | 4.981 | 6.082 | 4.739 | 4.146 |
| 5.571 | 4.952 | 4.869 | 5.954 | 3.799 |
| 4.600 | 5.000 | 5.390 | 5.129 | 4.880 |
| 5.690 | 4.682 | 5.088 | 5.657 | 4.935 |
| 5.816 | 6.095 | 4.365 | 3.832 | 5.485 |
| 5.712 | 3.126 | 4.440 | 4.539 | 4.405 |
| 5.669 | 5.896 | 4.050 | 3.787 | 4.565 |
| 6.191 | 5.731 | 5.781 | 3.681 | 4.921 |
| 3.798 | 5.578 | 5.569 | 5.931 | 6.535 |
| 4.980 | 5.040 | 4.178 | 5.011 | 4.394 |
| 4.843 | 5.677 | 4.734 | 4.355 | 3.653 |

**Elaborado por:** G. Cuenca

Nótese que la eliminación por filas, equivale a prescindir de todos los datos de los informantes porque no respondieron, por ejemplo, una pregunta.

El vector de medias para las veintisiete filas restantes es:
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Como era de esperarse el vector de medias de los datos originales y de los datos con filas eliminadas no coinciden.

Ahora analicemos en el Cuadro 4.1 el efecto que causa en la *matriz de varianzas y covarianzas*, y *matriz de correlaciones*, la eliminación de tres filas, es decir la diez, la catorce y la veinticinco, con un tamaño de muestra *n*=30.

Se puede notar que la mayoría de las covarianzas entre las variables tanto en la matriz de datos originales como en la matriz con tres filas eliminadas son cercanas a cero, lo cual era de esperarse dado que las columnas son muestras tomadas de poblaciones independientes.

|  |  |
| --- | --- |
| **CUADRO 4.1**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Eliminación por Filas**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.891 |  |  |  |  | | *X*2 | 0.299 | 0.891 |  |  |  | | *X*3 | -0.152 | -0.138 | 0.502 |  |  | | *X*4 | -0.010 | 0.034 | 0.014 | 0.756 |  | | *X*5 | 0.197 | 0.315 | -0.123 | 0.090 | 0.740 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.335 | 1.000 |  |  |  | | *X*3 | -0.227 | -0.206 | 1.000 |  |  | | *X*4 | -0.012 | 0.042 | 0.023 | 1.000 |  | | *X*5 | 0.242 | **0.388** | -0.202 | 0.120 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **(3 Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.827 |  |  |  |  | | *X*2 | 0.214 | 0.866 |  |  |  | | *X*3 | -0.147 | -0.095 | 0.510 |  |  | | *X*4 | -0.041 | 0.004 | 0.031 | 0.835 |  | | *X*5 | 0.136 | **0.247** | -0.077 | 0.073 | 0.732 | | **Matriz de Correlaciones**  **(3 Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.253 | 1.000 |  |  |  | | *X*3 | -0.226 | -0.143 | 1.000 |  |  | | *X*4 | -0.050 | 0.005 | 0.048 | 1.000 |  | | *X*5 | 0.175 | **0.311** | -0.125 | 0.094 | 1.000 | |

**Elaborado por:** G. Cuenca

La mayor covarianza en la matriz de datos originales se da entre las variables *X2*  y *X5* y es 0.315; mientras que en la matriz con tres filas eliminadas este valor disminuye a 0.247.

En la matriz de correlaciones de datos originales, la mayor correlación se da entre las variables *X2* y *X5*, y es 0.388, la que disminuye a 0.311 en la matriz de correlaciones con tres filas eliminadas.

En el Cuadro 4.2, podemos apreciar que con el 10% de datos eliminadas en la primera columna (Variable *X****1*)**, el valor de la varianza disminuyó de 0.891 a 0.827.

|  |  |
| --- | --- |
| **CUADRO 4.2**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Eliminación por Filas**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****1*”** | |
| **Estimadores**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 10% de datos eliminadas en X1** | | n | | 30 | 27 | | Media | | 5,205 | 5,151 | | Mediana | | 5,205 | 5,114 | | Moda | | 3,410 | 3,410 | | Varianza | | 0,891 | 0,827 | | Desviación Estándar | | 0,944 | 0,909 | | Error Estándar | | 0,172 | 0,175 | | **Coeficiente de Asimetría** | | -0,161 | -0,176 | | Curtosis | | -0,460 | -0,105 | | Rango | | 3,780 | 3,780 | | Mínimo | | 3,410 | 3,410 | | Máximo | | 7,180 | 7,180 | | Percentiles | 25 | 4,553 | 4,600 | | 50 | 5,204 | 5,114 | | 75 | 5,827 | 5,726 | | **Diagrama de Cajas** |

**Elaborado por:** G. Cuenca

**Método de Imputación por la Media y Regresión**

A continuación se aplica el método de imputación por media y regresión a la misma matriz de datos originales, con los mismos datos faltantes, utilizada en el método de eliminación por filas.

Por medio del Método de *Imputación por la Media*, se procede a calcular la media aritmética de la variable *X1* con los tres datos faltantes, cuyo valor es 5.151, entonces reemplazamos en *X*10,1, *X*14,1 y en *X*25,1. La matriz de datos resultante con tres valores completados por imputación por la media en la variable *X1* se muestra en la Tabla 4.3.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.3**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Normal (5, 1)**  **Método de Imputación por la Media**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 4.813 | 3.396 | 5.569 | 3.812 | 5.806 |
| 5.726 | 5.257 | 4.744 | 2.798 | 5.232 |
| 4.412 | 3.944 | 4.623 | 5.986 | 4.010 |
| 7.183 | 6.415 | 4.704 | 4.481 | 6.340 |
| 4.864 | 4.195 | 3.525 | 5.327 | 5.290 |
| 5.114 | 5.529 | 4.766 | 5.234 | 6.479 |
| 6.067 | 5.219 | 5.118 | 5.022 | 6.138 |
| 5.059 | 4.078 | 5.315 | 3.996 | 4.316 |
| 4.904 | 2.829 | 6.444 | 4.053 | 3.708 |
| **5.151** | 4.941 | 4.649 | 4.626 | 4.927 |
| 5.294 | 3.989 | 5.623 | 3.814 | 4.669 |
| 3.664 | 5.615 | 5.799 | 3.944 | 4.156 |
| 5.714 | 5.508 | 5.941 | 6.473 | 5.498 |
| **5.151** | 6.692 | 4.008 | 5.056 | 6.489 |
| 4.308 | 5.591 | 5.212 | 3.783 | 4.454 |
| 5.858 | 4.356 | 5.238 | 4.959 | 4.153 |
| 6.254 | 5.380 | 3.992 | 3.872 | 4.754 |
| 3.406 | 3.991 | 4.258 | 3.651 | 5.663 |
| 3.559 | 4.981 | 6.082 | 4.739 | 4.146 |
| 5.571 | 4.952 | 4.869 | 5.954 | 3.799 |
| 4.600 | 5.000 | 5.390 | 5.129 | 4.880 |
| 5.690 | 4.682 | 5.088 | 5.657 | 4.935 |
| 5.816 | 6.095 | 4.365 | 3.832 | 5.485 |
| 5.712 | 3.126 | 4.440 | 4.539 | 4.405 |
| **5.151** | 5.428 | 5.444 | 4.738 | 4.850 |
| 5.669 | 5.896 | 4.050 | 3.787 | 4.565 |
| 6.191 | 5.731 | 5.781 | 3.681 | 4.921 |
| 3.798 | 5.578 | 5.569 | 5.931 | 6.535 |
| 4.980 | 5.040 | 4.178 | 5.011 | 4.394 |
| 4.843 | 5.677 | 4.734 | 4.355 | 3.653 |

**Elaborado por:** G. Cuenca

Por medio del Método de *Imputación por Regresión*, el cálculo de los valores faltantes se realiza por medio de la ecuación de predicción ![](data:image/x-wmf;base64,183GmgAAAAAAAEAeoAIACQAAAADxQgEACQAAA3sCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAJAHhIAAAAmBg8AGgD/////AAAQAAAAwP///7T///8AHgAAVAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKIAKVHQEAAABweQgAAAAyCiACvhsBAAAAcHkIAAAAMgogAqMWAQAAADF5CAAAADIKIALxFQEAAABqeQgAAAAyCiACGxQBAAAAMXkIAAAAMgogAmkTAQAAAGp5CAAAADIKIAKeEAEAAAAxeQgAAAAyCiAC8A8BAAAAankIAAAAMgogAhoOAQAAADF5CAAAADIKIAJsDQEAAABqeQgAAAAyCiACPQgBAAAAMXkIAAAAMgogApQGAQAAADF5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAObA9HfvwPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACQAAADIKwAGPGAMAAAAuLi5lCQAAADIKwAEpCgMAAAAuLi5lCAAAADIKWgGOAAEAAACILhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDmwPR378D0dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCsABbxwBAAAAWC4IAAAAMgrAAf8aAQAAAGIuCAAAADIKwAG3FAEAAABYLggAAAAyCsABlhIBAAAAYi4IAAAAMgrAAbYOAQAAAFguCAAAADIKwAGZDAEAAABiLggAAAAyCsABMAcBAAAAWC4IAAAAMgrAAe4FAQAAAGIuCAAAADIKwAEqAwEAAABiLggAAAAyCsABIgABAAAAWS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgogAt4DAQAAADAuCAAAADIKIAIdAQEAAABqLhwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAFgMCgTmwPR378D0dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCsAB5RkBAAAAKy4IAAAAMgrAAYEXAQAAACsuCAAAADIKwAF8EQEAAAArLggAAAAyCsABfwsBAAAAKy4IAAAAMgrAARsJAQAAACsuCAAAADIKwAHUBAEAAAArLggAAAAyCsAB/gEBAAAAPS4cAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAAiDAq65sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgogAjAWAQAAACsuCAAAADIKIAKoEwEAAAArLggAAAAyCiACLxABAAAALS4IAAAAMgogAqsNAQAAAC0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAAAAAABAAAAAAAwAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) y el cálculo de los coeficientes de la misma es de la forma ![](data:image/x-wmf;base64,183GmgAAAAAAACALYAIBCQAAAABQVwEACQAAA9UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgCxIAAAAmBg8AGgD/////AAAQAAAAwP///7r////gCgAAGgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKwAG9CQEAAABZeQgAAAAyCsAB3QcBAAAAWHkIAAAAMgrAAQgFAQAAAFh5CAAAADIKwAEiAwEAAABYeRwAAAD7AoD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgDmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABLgABAAAA4nkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgoUAQQJAQAAAFR5CAAAADIKFAFJBAEAAABUeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyChQBOwcBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgrAASIGAQAAACl5CAAAADIKwAGSAgEAAAAoeQgAAAAyClQBWAABAAAAiHkcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAABkAgpo5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgoUAcEGAQAAAC15HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAGwgK4+bA9HfvwPR3AQAAAAAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKwAFgAQEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA). La matriz de datos resultante, con tres valores completados por imputación utilizando regresión en la variable *X1* se puede ver en la Tabla 4.4.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.4**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Normal (5, 1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 4.813 | 3.396 | 5.569 | 3.812 | 5.806 |
| 5.726 | 5.257 | 4.744 | 2.798 | 5.232 |
| 4.412 | 3.944 | 4.623 | 5.986 | 4.010 |
| 7.183 | 6.415 | 4.704 | 4.481 | 6.340 |
| 4.864 | 4.195 | 3.525 | 5.327 | 5.290 |
| 5.114 | 5.529 | 4.766 | 5.234 | 6.479 |
| 6.067 | 5.219 | 5.118 | 5.022 | 6.138 |
| 5.059 | 4.078 | 5.315 | 3.996 | 4.316 |
| 4.904 | 2.829 | 6.444 | 4.053 | 3.708 |
| **5.294** | 4.941 | 4.649 | 4.626 | 4.927 |
| 5.294 | 3.989 | 5.623 | 3.814 | 4.669 |
| 3.664 | 5.615 | 5.799 | 3.944 | 4.156 |
| 5.714 | 5.508 | 5.941 | 6.473 | 5.498 |
| **5.714** | 6.692 | 4.008 | 5.056 | 6.489 |
| 4.308 | 5.591 | 5.212 | 3.783 | 4.454 |
| 5.858 | 4.356 | 5.238 | 4.959 | 4.153 |
| 6.254 | 5.380 | 3.992 | 3.872 | 4.754 |
| 3.406 | 3.991 | 4.258 | 3.651 | 5.663 |
| 3.559 | 4.981 | 6.082 | 4.739 | 4.146 |
| 5.571 | 4.952 | 4.869 | 5.954 | 3.799 |
| 4.600 | 5.000 | 5.390 | 5.129 | 4.880 |
| 5.690 | 4.682 | 5.088 | 5.657 | 4.935 |
| 5.816 | 6.095 | 4.365 | 3.832 | 5.485 |
| 5.712 | 3.126 | 4.440 | 4.539 | 4.405 |
| **5.726** | 5.428 | 5.444 | 4.738 | 4.850 |
| 5.669 | 5.896 | 4.050 | 3.787 | 4.565 |
| 6.191 | 5.731 | 5.781 | 3.681 | 4.921 |
| 3.798 | 5.578 | 5.569 | 5.931 | 6.535 |
| 4.980 | 5.040 | 4.178 | 5.011 | 4.394 |
| 4.843 | 5.677 | 4.734 | 4.355 | 3.653 |

**Elaborado por:** G. Cuenca

En la Tabla 4.5 se realiza una comparación entre el valor real y el valor con imputación por la media y regresión.

|  |
| --- |
| **Tabla 4.5**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz |
| ***10% de datos completados en*** *X1* ***por la Media***   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Imputación por**  **la Media** | **Error**  **| Dato Observado –**  **Dato con Imputación |** | | 4.168 | 5.151 | 0.983 | | 6.624 | 5.151 | 1.473 | | 6.290 | 5.151 | 1.139 | |
| ***10% de datos completados en*** *X1* ***por Regresión***   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Imputación por**  **Regresión** | **Error**  **| Dato Observado –**  **Dato con Imputación |** | | 4.168 | 5.245 | 1.077 | | 6.624 | 5.871 | 0.753 | | 6.290 | 5.726 | 0.564 | |

**Elaborado por:** G. Cuenca

La diferencia en valor absoluto entre el dato observado de cada variable es menor en el “*Método de Imputación por Regresión*”, con excepción del primer valor donde error por medio del Método de Imputación por Media es menor (0.983).

En los Cuadros 4.3, 4.4 y 4.5, podemos apreciar el número de imputaciones sucesivas por medio del *Método de Regresión* que se realiza a los tres datos faltantes en la variable *X1.*

|  |  |
| --- | --- |
| **CUADRO 4.3**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*10,1=4.168   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 5.352 | 1.184 | | 2 | 5.310 | 1.142 | | 3 | 5.286 | 1.118 | | 4 | 5.263 | 1.095 | | 5 | 5.251 | 1.083 | | 6 | 5.245 | 1.077 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 6 | | Media | 5.285 | | Error Estándar | 0.017 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 6 | | Media | 1.117 | | Error Estándar | 0.017 | |

**Elaborado por:** G. Cuenca

En el Cuadro 4.3, se puede ver que el primer resultado de predicción es 5.352 ± 0.017, y el último es 5.245 ± 0.017, donde la media de los resultados de predicción es 5.285 ± 0.017.

|  |  |
| --- | --- |
| **CUADRO 4.4**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*14,1=6.629   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 5.322 | 1.307 | | 2 | 5.464 | 1.165 | | 3 | 5.583 | 1.046 | | 4 | 5.674 | 0.955 | | 5 | 5.725 | 0.904 | | 6 | 5.871 | 0.758 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 6 | | Media | 5.607 | | Error Estándar | 0.080 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 6 | | Media | 1.023 | | Error Estándar | 0.080 | |

**Elaborado por:** G. Cuenca

En el Cuadro 4.4, se puede ver que el primer resultado de predicción es 5.322 ± 0.080, y el último es 5.871 ± 0.080, donde la media de los resultados de predicción es 5.607 ± 0.080. Mientras que la media del error de predicción es 1.023 ± 0.080.

|  |  |
| --- | --- |
| **CUADRO 4.5**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*25,1=6.290   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 5.273 | 1.017 | | 2 | 5.321 | 0.969 | | 3 | 5.492 | 0.798 | | 4 | 5.545 | 0.745 | | 5 | 5.673 | 0.617 | | 6 | 5.726 | 0.564 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 6 | | Media | 5.505 | | Error Estándar | 0.075 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 6 | | Media | 0.785 | | Error Estándar | 0.075 | |

**Elaborado por:** G. Cuenca

En el Cuadro 4.5, se puede observar que el resultado de predicción tiene una media de 5.505 ± 0.075. Se nota también que, en general las imputaciones sucesivas a los tres datos faltantes no tienden al valor observado.

**Elaborado por:** G. Cuenca

|  |  |
| --- | --- |
| **CUADRO 4.6**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****1*”** | |
| **Estimadores**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 30 | 27 | 30 | 30 | | Media | | 5,205 | 5,151 | 5,151 | 5,193 | | Mediana | | 5,205 | 5,114 | 5,151 | 5,294 | | Moda | | 3,406 | 3,410 | 5,151 | 5,294 | | Varianza | | 0,891 | 0,827 | 0,741 | 0,763 | | Desviación Estándar | | 0,944 | 0,909 | 0,861 | 0,873 | | Error Estándar | | 0,172 | 0,175 | 0,157 | 0,159 | | **Coeficiente de Asimetría** | | -0,161 | -0,176 | -0,184 | -0,314 | | Curtosis | | -0,460 | -0,105 | 0,229 | 0,102 | | Rango | | 3,777 | 3,780 | 3,777 | 3,777 | | Mínimo | | 3,406 | 3,410 | 3,406 | 3,406 | | Máximo | | 7,183 | 7,180 | 7,183 | 7,183 | | Percentiles | 25 | 4,553 | 4,600 | 4,759 | 4,759 | | 50 | 5,204 | 5,114 | 5,151 | 5,294 | | 75 | 5,827 | 5,726 | 5,717 | 5,726 | | **Diagrama de Cajas** |

Al realizar la imputación por los métodos de “media” y “regresión” se obtuvieron los siguientes resultados (Ver Cuadro 4.6)

El valor de la media de los “datos completados” por *la media* disminuye. comparándolo con los “datos originales” y “datos completados” por *regresión.*

El valor de la varianza de los datos completados por la media disminuye de 0.891 a 0.741, mientras que en los datos completados por regresión este valor se incrementa a 0.763, comparándolo con el valor anterior.

El vector de medias con tres datos completados por la media en *X1* es:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAMQAwACQAAAACxXgEACQAAA2IDAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAzgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+gDAAA+wsAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AIIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAI/BUAABQAAABMCPwVNAQUAAAAUAm0A9QMFAAAAEwJtAN4EBQAAABQC1gL1AwUAAAATAtYC3gQFAAAAFAI/BfUDBQAAABMCPwXeBAUAAAAUAqsH9QMFAAAAEwKrB94EBQAAABQCFwr1AwUAAAATAhcK3gQcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAAMCgq65sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEACAAAADIKQgoKDAEAAAD3eQgAAAAyCtIICgwBAAAA93kIAAAAMgpiBwoMAQAAAPd5CAAAADIK8gUKDAEAAAD3eQgAAAAyCoIECgwBAAAA93kIAAAAMgoSAwoMAQAAAPd5CAAAADIKaAsKDAEAAAD4eQgAAAAyChwCCgwBAAAA9nkIAAAAMgpCCtMHAQAAAOd5CAAAADIK0gjTBwEAAADneQgAAAAyCmIH0wcBAAAA53kIAAAAMgryBdMHAQAAAOd5CAAAADIKggTTBwEAAADneQgAAAAyChID0wcBAAAA53kIAAAAMgpoC9MHAQAAAOh5CAAAADIKHALTBwEAAADmeQgAAAAyCoAGqAYBAAAAPXkIAAAAMgrnCrIFAQAAAPd5CAAAADIKzQmyBQEAAAD3eQgAAAAyCl0IsgUBAAAA93kIAAAAMgrtBrIFAQAAAPd5CAAAADIKfQWyBQEAAAD3eQgAAAAyCg0EsgUBAAAA93kIAAAAMgqdArIFAQAAAPd5CAAAADIK3QuyBQEAAAD4eQgAAAAyCqcBsgUBAAAA9nkIAAAAMgrnCuoCAQAAAOd5CAAAADIKzQnqAgEAAADneQgAAAAyCl0I6gIBAAAA53kIAAAAMgrtBuoCAQAAAOd5CAAAADIKfQXqAgEAAADneQgAAAAyCg0E6gIBAAAA53kIAAAAMgqdAuoCAQAAAOd5CAAAADIK3QvqAgEAAADoeQgAAAAyCqcB6gIBAAAA5nkIAAAAMgqABr8BAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAObA9HfvwPR3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACQAAADIKAAuzCQMAAAA5NTVlCAAAADIKAAtTCQEAAAAuNQgAAAAyCgALkwgBAAAANDUJAAAAMgrACLMJAwAAADYwOGUIAAAAMgrACFMJAQAAAC4wCAAAADIKwAiTCAEAAAA0MAkAAAAyCoAGswkDAAAAOTg0ZQgAAAAyCoAGUwkBAAAALjgIAAAAMgqABpMIAQAAADQ4CQAAADIKQASzCQMAAAA5NzBlCAAAADIKQARTCQEAAAAuNwgAAAAyCkAEkwgBAAAANDcJAAAAMgoAAqcJAwAAADE1MWUIAAAAMgoAAkcJAQAAAC41CAAAADIKAAKHCAEAAAA1NRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AECAAgAAAAyCrgL6wQBAAAANTUIAAAAMgpMCesEAQAAADQ1CAAAADIK4AbrBAEAAAAzNQgAAAAyCncE7wQBAAAAMjUIAAAAMgoOAuQEAQAAADE1HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAObA9HfvwPR3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKWAvIAwEAAABYNQgAAAAyCuwIyAMBAAAAWDUIAAAAMgqABsgDAQAAAFg1CAAAADIKFwTIAwEAAABYNQgAAAAyCq4ByAMBAAAAWDUcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgqABkIAAQAAAFg1CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAIAAAABAAAAAAAwAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

Mientras que el vector de medias con tres datos completados por la regresión en *X1* es:
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El efecto que causa en la *matriz de varianzas y covarianzas* y *matriz de correlaciones*, el completar 2% de datos faltantes en una matriz de tamaño 30, por medio de la *imputación por media y regresión*, se presenta en el Cuadro 4.7.

|  |  |
| --- | --- |
| **CUADRO 4.7**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.891 |  |  |  |  | | *X*2 | 0.299 | 0.891 |  |  |  | | *X*3 | -0.152 | -0.138 | 0.502 |  |  | | *X*4 | -0.010 | 0.034 | 0.014 | 0.756 |  | | *X*5 | 0.197 | 0.315 | -0.123 | 0.090 | 0.740 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.335 | 1.000 |  |  |  | | *X*3 | -0.227 | -0.206 | 1.000 |  |  | | *X*4 | -0.012 | 0.042 | 0.023 | 1.000 |  | | *X*5 | 0.242 | **0.388** | -0.202 | 0.120 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **10% Datos Completados por Media en “*Variable*** *X****1*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | **0.741** |  |  |  |  | | *X*2 | **0.192** | 0.891 |  |  |  | | *X*3 | **-0.132** | -0.138 | 0.502 |  |  | | *X*4 | **-0.037** | 0.034 | 0.014 | 0.756 |  | | *X*5 | **0.122** | 0.315 | -0.123 | 0.090 | 0.740 | | **Matriz de Correlaciones**  **10% Datos Completados por Media en “*Variable*** *X****1*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | **0.236** | 1.000 |  |  |  | | *X*3 | **-0.215** | -0.206 | 1.000 |  |  | | *X*4 | **-0.049** | 0.042 | 0.023 | 1.000 |  | | *X*5 | **0.164** | 0.388 | -0.202 | 0.120 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **10% Datos Completados por Regresión en “*Variable*** *X****1*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | **0.763** |  |  |  |  | | *X*2 | **0.235** | 0.891 |  |  |  | | *X*3 | **-0.143** | -0.138 | 0.502 |  |  | | *X*4 | **-0.026** | 0.034 | 0.014 | 0.756 |  | | *X*5 | **0.149** | 0.315 | -0.123 | 0.090 | 0.740 | | **Matriz de Correlaciones**  **10% Datos Completados por Regresiòn en “*Variable*** *X****1*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | **0.285** | 1.000 |  |  |  | | *X*3 | **-0.231** | -0.206 | 1.000 |  |  | | *X*4 | **-0.034** | 0.042 | 0.023 | 1.000 |  | | *X*5 | **0.199** | 0.388 | -0.202 | 0.120 | 1.000 | |

**Elaborado por:** G. Cuenca

Se puede apreciar que los únicos valores que cambian son las covarianzas de la variable *X1* con las demás variables, donde la covarianza entre *X1*  y *X2* disminuye de 0.299 a 0.192 en la matriz con 10% de datos completados por la media en la variable *X1*, mientras que la covarianza entre*X1* y *X4*  se incrementa en valor absoluto de 0.010 a 0.037.

En la matriz de varianzas y covarianzas de los datos completados por regresión, el valor de las covarianzas de variable *X1* con las demás variables se incrementa, comparándolo con la matriz de varianzas y covarianzas de los datos completados por la media.

Por otro lado, analizando el efecto que causa en la matriz de correlaciones, se nota que la mayor correlación se da entre las variables *X2*  y *X5* , es decir 0.388, seguida por 0.335 entre las variables *X1*  y *X2*. En la matriz de correlaciones con 10% de datos completados por la media, la correlación entre *X1*  y *X2* disminuye a 0.236, mientras que en la matriz de datos completados por regresión ésta tiene un ligero incremento a 0.285. Se puede apreciar también que en general las variables no están fuertemente correlacionadas entre sí.

**4.2.2 Distribución Normal*: Tres datos faltantes*, *dos* en la variable *X*1 y *uno* en la variable *X*4 (2% de la matriz), tamaño de muestra n=30**

Continuando con la matriz de datos anterior, pero ahora se tienen dos datos faltantes en la variable *X*1 y *uno* en la variable *X*4 , datos cuyas columnas son muestras tomadas de cinco poblaciones todas ellas Normal, independientes e idénticamente distribuidas, con parámetros ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAACBCArl5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKAAFAAAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAD/////AQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=5 y ![](data:image/x-wmf;base64,183GmgAAAAAAACACAAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIK9ABjAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAIcDCpjmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAAAAAAEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)=1. Los datos faltantes son los siguientes: *X*10,1=4.168. *X*18,4=3.651 y el *X*24,1=5.712. Nótese que el 2% de datos faltantes en la matriz, constituye 7% de datos faltantes en la columna correspondiente a *X*1 y 3% de datos faltantes en la columna *X*4

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.6**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Normal (5, 1)**  Tamaño de muestra n=30 | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 4.813 | 3.396 | 5.569 | 3.812 | 5.806 |
| 5.726 | 5.257 | 4.744 | 2.798 | 5.232 |
| 4.412 | 3.944 | 4.623 | 5.986 | 4.010 |
| 7.183 | 6.415 | 4.704 | 4.481 | 6.340 |
| 4.864 | 4.195 | 3.525 | 5.327 | 5.290 |
| 5.114 | 5.529 | 4.766 | 5.234 | 6.479 |
| 6.067 | 5.219 | **5.118** | 5.022 | 6.138 |
| 5.059 | 4.078 | 5.315 | 3.996 | 4.316 |
| 4.904 | 2.829 | 6.444 | 4.053 | 3.708 |
| **4.168** | 4.941 | 4.649 | 4.626 | 4.927 |
| 5.294 | 3.989 | 5.623 | 3.814 | 4.669 |
| 3.664 | 5.615 | 5.799 | 3.944 | 4.156 |
| 5.714 | 5.508 | 5.941 | 6.473 | 5.498 |
| 6.624 | 6.692 | 4.008 | 5.056 | 6.489 |
| 4.308 | 5.591 | 5.212 | 3.783 | 4.454 |
| 5.858 | 4.356 | 5.238 | 4.959 | 4.153 |
| 6.254 | 5.380 | 3.992 | 3.872 | 4.754 |
| 3.406 | 3.991 | 4.258 | **3.651** | 5.663 |
| 3.559 | 4.981 | 6.082 | 4.739 | 4.146 |
| 5.571 | 4.952 | 4.869 | 5.954 | 3.799 |
| 4.600 | 5.000 | 5.390 | 5.129 | 4.880 |
| 5.690 | 4.682 | 5.088 | 5.657 | 4.935 |
| 5.816 | 6.095 | 4.365 | 3.832 | 5.485 |
| **5.712** | 3.126 | 4.440 | 4.539 | 4.405 |
| 6.290 | 5.428 | 5.444 | 4.738 | 4.850 |
| 5.669 | 5.896 | 4.050 | 3.787 | 4.565 |
| 6.191 | 5.731 | 5.781 | 3.681 | 4.921 |
| 3.798 | 5.578 | 5.569 | 5.931 | 6.535 |
| 4.980 | 5.040 | 4.178 | 5.011 | 4.394 |
| 4.843 | 5.677 | 4.734 | 4.355 | 3.653 |

**Elaborado por:** G. Cuenca

El vector de medias de los datos originales es:
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**Método de Eliminación por Filas**

Como los datos faltantes recayeron en las variables *X*1 y *X*4, se procede a prescindir de las filas diez, dieciocho y veinticuatro. La matriz de datos resultante con filas eliminadas se muestra en la Tabla 4.7.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.7**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Normal (5,1)**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz  **Matriz de datos con tres filas eliminadas** | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 4.813 | 3.396 | 5.569 | 3.812 | 5.806 |
| 5.726 | 5.257 | 4.744 | 2.798 | 5.232 |
| 4.412 | 3.944 | 4.623 | 5.986 | 4.010 |
| 7.183 | 6.415 | 4.704 | 4.481 | 6.340 |
| 4.864 | 4.195 | 3.525 | 5.327 | 5.290 |
| 5.114 | 5.529 | 4.766 | 5.234 | 6.479 |
| 6.067 | 5.219 | **5.118** | 5.022 | 6.138 |
| 5.059 | 4.078 | 5.315 | 3.996 | 4.316 |
| 4.904 | 2.829 | 6.444 | 4.053 | 3.708 |
| 5.294 | 3.989 | 5.623 | 3.814 | 4.669 |
| 3.664 | 5.615 | 5.799 | 3.944 | 4.156 |
| 5.714 | 5.508 | 5.941 | 6.473 | 5.498 |
| 6.624 | 6.692 | 4.008 | 5.056 | 6.489 |
| 4.308 | 5.591 | 5.212 | 3.783 | 4.454 |
| 5.858 | 4.356 | 5.238 | 4.959 | 4.153 |
| 6.254 | 5.380 | 3.992 | 3.872 | 4.754 |
| 3.559 | 4.981 | 6.082 | 4.739 | 4.146 |
| 5.571 | 4.952 | 4.869 | 5.954 | 3.799 |
| 4.600 | 5.000 | 5.390 | 5.129 | 4.880 |
| 5.690 | 4.682 | 5.088 | 5.657 | 4.935 |
| 5.816 | 6.095 | 4.365 | 3.832 | 5.485 |
| 6.290 | 5.428 | 5.444 | 4.738 | 4.850 |
| 5.669 | 5.896 | 4.050 | 3.787 | 4.565 |
| 6.191 | 5.731 | 5.781 | 3.681 | 4.921 |
| 3.798 | 5.578 | 5.569 | 5.931 | 6.535 |
| 4.980 | 5.040 | 4.178 | 5.011 | 4.394 |
| 4.843 | 5.677 | 4.734 | 4.355 | 3.653 |

**Elaborado por:** G. Cuenca

El vector de medias para las veintisiete filas restantes es:
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|  |  |
| --- | --- |
| **CUADRO 4.8**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Eliminación por Filas**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.891 |  |  |  |  | | *X*2 | 0.299 | 0.891 |  |  |  | | *X*3 | -0.152 | -0.138 | 0.502 |  |  | | *X*4 | -0.010 | 0.034 | 0.014 | 0.756 |  | | *X*5 | 0.197 | 0.315 | -0.123 | 0.090 | 0.740 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.335 | 1.000 |  |  |  | | *X*3 | -0.227 | -0.206 | 1.000 |  |  | | *X*4 | -0.012 | 0.042 | 0.023 | 1.000 |  | | *X*5 | 0.242 | **0.388** | -0.202 | 0.120 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **(3 Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.811 |  |  |  |  | | *X*2 | 0.291 | 0.815 |  |  |  | | *X*3 | -0.227 | -0.226 | 0.521 |  |  | | *X*4 | -0.078 | -0.007 | -0.014 | 0.807 |  | | *X*5 | 0.278 | **0.339** | -0.129 | 0.125 | 0.795 | | **Matriz de Correlaciones**  **(3 Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.358 | 1.000 |  |  |  | | *X*3 | -0.350 | -0.348 | 1.000 |  |  | | *X*4 | -0.097 | -0.009 | -0.022 | 1.000 |  | | *X*5 | 0.347 | 0.422 | -0.201 | 0.156 | 1.000 | |

**Elaborado por:** G. Cuenca

|  |  |
| --- | --- |
| **CUADRO 4.9**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Eliminación por Filas**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****1*” y “*Variable*** *X****4*”** | |
| **Estimadores “*Variable*** *X****1*”**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 7% de datos eliminadas en X1** | | n | | 30 | 27 | | Media | | 5,205 | 5,291 | | Mediana | | 5,205 | 5,294 | | Moda | | 3,410 | 3,559 | | Varianza | | 0,891 | 0,811 | | Desviación Estándar | | 0,944 | 0,900 | | Error Estándar | | 0,172 | 0,173 | | **Coeficiente de Asimetría** | | -0,161 | -0,133 | | Curtosis | | -0,460 | -0,279 | | Rango | | 3,780 | 3,624 | | Mínimo | | 3,410 | 3,559 | | Máximo | | 7,180 | 7,183 | | Percentiles | 25 | 4,553 | 4,813 | | 50 | 5,204 | 5,294 | | 75 | 5,827 | 5,858 | | **Diagrama de Cajas “*Variable*** *X****1*”** |
| **Estimadores “*Variable*** *X****4*”**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 3% de datos eliminadas en X4** | | n | | 30 | 27 | | Media | | 4,608 | 4,645 | | Mediana | | 4,583 | 4,738 | | Moda | | 2,800 | 2,800 | | Varianza | | 0,756 | 0,807 | | Desviación Estándar | | 0,870 | 0,898 | | Error Estándar | | 0,159 | 0,173 | | **Coeficiente de Asimetría** | | 0,266 | 0,187 | | Curtosis | | -0,447 | -0,589 | | Rango | | 3,680 | 3,680 | | Mínimo | | 2,800 | 2,800 | | Máximo | | 6,470 | 6,470 | | Percentiles | 25 | 3,828 | 3,832 | | 50 | 4,583 | 4,738 | | 75 | 5,155 | 5,234 | | **Diagrama de Cajas “*Variable*** *X****4*”** |

**Elaborado por:** G. Cuenca

**Método de Imputación por la Media y Regresión**

La matriz de datos resultante con dos valores completados por imputación por la media en la variable *X1* y uno en *X4,* se muestra en la Tabla 4.8.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.8**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Normal (5, 1)**  **Método de Imputación por la Media**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 4.813 | 3.396 | 5.569 | 3.812 | 5.806 |
| 5.726 | 5.257 | 4.744 | 2.798 | 5.232 |
| 4.412 | 3.944 | 4.623 | 5.986 | 4.010 |
| 7.183 | 6.415 | 4.704 | 4.481 | 6.340 |
| 4.864 | 4.195 | 3.525 | 5.327 | 5.290 |
| 5.114 | 5.529 | 4.766 | 5.234 | 6.479 |
| 6.067 | 5.219 | **5.118** | 5.022 | 6.138 |
| 5.059 | 4.078 | 5.315 | 3.996 | 4.316 |
| 4.904 | 2.829 | 6.444 | 4.053 | 3.708 |
| **5.196** | 4.941 | 4.649 | 4.626 | 4.927 |
| 5.294 | 3.989 | 5.623 | 3.814 | 4.669 |
| 3.664 | 5.615 | 5.799 | 3.944 | 4.156 |
| 5.714 | 5.508 | 5.941 | 6.473 | 5.498 |
| 6.624 | 6.692 | 4.008 | 5.056 | 6.489 |
| 4.308 | 5.591 | 5.212 | 3.783 | 4.454 |
| 5.858 | 4.356 | 5.238 | 4.959 | 4.153 |
| 6.254 | 5.380 | 3.992 | 3.872 | 4.754 |
| 3.406 | 3.991 | 4.258 | **4.641** | 5.663 |
| 3.559 | 4.981 | 6.082 | 4.739 | 4.146 |
| 5.571 | 4.952 | 4.869 | 5.954 | 3.799 |
| 4.600 | 5.000 | 5.390 | 5.129 | 4.880 |
| 5.690 | 4.682 | 5.088 | 5.657 | 4.935 |
| 5.816 | 6.095 | 4.365 | 3.832 | 5.485 |
| **5.196** | 3.126 | 4.440 | 4.539 | 4.405 |
| 6.290 | 5.428 | 5.444 | 4.738 | 4.850 |
| 5.669 | 5.896 | 4.050 | 3.787 | 4.565 |
| 6.191 | 5.731 | 5.781 | 3.681 | 4.921 |
| 3.798 | 5.578 | 5.569 | 5.931 | 6.535 |
| 4.980 | 5.040 | 4.178 | 5.011 | 4.394 |
| 4.843 | 5.677 | 4.734 | 4.355 | 3.653 |

**Elaborado por:** G. Cuenca

Por otro lado, matriz de datos resultante con dos valores completados por imputación por regresión en la variable *X1* y uno en *X4* , se puede ver en la Tabla 4.9.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.9**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Normal (5, 1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 4.813 | 3.396 | 5.569 | 3.812 | 5.806 |
| 5.726 | 5.257 | 4.744 | 2.798 | 5.232 |
| 4.412 | 3.944 | 4.623 | 5.986 | 4.010 |
| 7.183 | 6.415 | 4.704 | 4.481 | 6.340 |
| 4.864 | 4.195 | 3.525 | 5.327 | 5.290 |
| 5.114 | 5.529 | 4.766 | 5.234 | 6.479 |
| 6.067 | 5.219 | **5.118** | 5.022 | 6.138 |
| 5.059 | 4.078 | 5.315 | 3.996 | 4.316 |
| 4.904 | 2.829 | 6.444 | 4.053 | 3.708 |
| **3.543** | 4.941 | 4.649 | 4.626 | 4.927 |
| 5.294 | 3.989 | 5.623 | 3.814 | 4.669 |
| 3.664 | 5.615 | 5.799 | 3.944 | 4.156 |
| 5.714 | 5.508 | 5.941 | 6.473 | 5.498 |
| 6.624 | 6.692 | 4.008 | 5.056 | 6.489 |
| 4.308 | 5.591 | 5.212 | 3.783 | 4.454 |
| 5.858 | 4.356 | 5.238 | 4.959 | 4.153 |
| 6.254 | 5.380 | 3.992 | 3.872 | 4.754 |
| 3.406 | 3.991 | 4.258 | **3.872** | 5.663 |
| 3.559 | 4.981 | 6.082 | 4.739 | 4.146 |
| 5.571 | 4.952 | 4.869 | 5.954 | 3.799 |
| 4.600 | 5.000 | 5.390 | 5.129 | 4.880 |
| 5.690 | 4.682 | 5.088 | 5.657 | 4.935 |
| 5.816 | 6.095 | 4.365 | 3.832 | 5.485 |
| **5.238** | 3.126 | 4.440 | 4.539 | 4.405 |
| 6.290 | 5.428 | 5.444 | 4.738 | 4.850 |
| 5.669 | 5.896 | 4.050 | 3.787 | 4.565 |
| 6.191 | 5.731 | 5.781 | 3.681 | 4.921 |
| 3.798 | 5.578 | 5.569 | 5.931 | 6.535 |
| 4.980 | 5.040 | 4.178 | 5.011 | 4.394 |
| 4.843 | 5.677 | 4.734 | 4.355 | 3.653 |

**Elaborado por:** G. Cuenca

En la Tabla 4.10 se realiza una comparación entre el valor real y el valor con imputación por la media y regresión. La diferencia en valor absoluto entre el dato observado de cada variable es menor en el Método de Imputación por Regresión, es decir los datos estimados por medio de la imputación por regresión, están más cercanos a los verdaderos valores, que los de la imputación por la media.

|  |
| --- |
| **Tabla 4.10**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz |
| **Imputación por Media y Regresión en dos valores de la variable** *X****1***   |  |  |  |  |  | | --- | --- | --- | --- | --- | | **Dato Observado** | **Resultado de Imputación por**  **la Media** | **Error**  **|Dato Observado –**  **Resultado de Imputación por Media|** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción|** | | 4.168 | 5.196 | 1.028 | 3.543 | 0.625 | | 5.712 | 5.196 | 0.516 | 5.238 | 0.474 | |
| **Imputación por Media y Regresión en un valor de la variable** *X****4***   |  |  |  |  |  | | --- | --- | --- | --- | --- | | **Dato Observado** | **Resultado de Imputación por**  **la Media** | **Error**  **|Dato Observado –**  **Resultado de Imputación por Media|** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción|** | | 3.651 | 4.641 | 0.990 | 3.872 | 0.221 | |

**Elaborado por:** G. Cuenca

En el Cuadro 4.10, se pueden observar los resultados de realizar la imputación por medio de la media y regresión en la variable *X*1:

|  |  |
| --- | --- |
| **CUADRO 4.10**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****1*” y “*Variable*** *X****4*”** | |
| **Estimadores “*Variable*** *X****1*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 30 | 28 | 30 | 30 | | Media | | 5,205 | 5,224 | 5,224 | 5,168 | | Mediana | | 5,205 | 5,204 | 5,196 | 5,176 | | Moda | | 3,410 | 3,410 | 5,200 | 3,410 | | Varianza | | 0,891 | 0,908 | 0,845 | 0,939 | | Desviación Estándar | | 0,944 | 0,953 | 0,919 | 0,969 | | Error Estándar | | 0,172 | 0,180 | 0,168 | 0,177 | | **Coeficiente de Asimetría** | | -0,161 | -0,188 | -0,188 | -0,174 | | Curtosis | | -0,460 | -0,392 | -0,196 | -0,479 | | Rango | | 3,780 | 3,780 | 3,780 | 3,780 | | Mínimo | | 3,410 | 3,410 | 3,410 | 3,410 | | Máximo | | 7,180 | 7,180 | 7,180 | 7,180 | | Percentiles | 25 | 4,553 | 4,653 | 4,760 | 4,553 | | 50 | 5,204 | 5,204 | 5,196 | 5,176 | | 75 | 5,827 | 5,848 | 5,827 | 5,827 | | **Diagrama de Cajas “*Variable*** *X****1*”** |
| **Estimadores “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 30 | 29 | 30 | 30 | | Media | | 4,608 | 4,641 | 4,641 | 4,615 | | Mediana | | 4,583 | 4,626 | 4,634 | 4,583 | | Moda | | 2,800 | 2,800 | 2,800 | 3,870 | | Varianza | | 0,756 | 0,750 | 0,724 | 0,743 | | Desviación Estándar | | 0,870 | 0,866 | 0,851 | 0,862 | | Error Estándar | | 0,159 | 0,161 | 0,155 | 0,157 | | **Coeficiente de Asimetría** | | 0,266 | 0,209 | 0,213 | 0,274 | | Curtosis | | -0,447 | -0,393 | -0,297 | -0,398 | | Rango | | 3,680 | 3,680 | 3,680 | 3,680 | | Mínimo | | 2,800 | 2,800 | 2,800 | 2,800 | | Máximo | | 6,470 | 6,470 | 6,470 | 6,470 | | Percentiles | 25 | 3,828 | 3,852 | 3,862 | 3,862 | | 50 | 4,583 | 4,626 | 4,634 | 4,583 | | 75 | 5,155 | 5,182 | 5,155 | 5,155 | | **Diagrama de Cajas “*Variable*** *X****4*”** |

**Elaborado por**: G. Cuenca

El vector de medias con dos datos completados por la media en *X1* y uno en *X4* es:

![](data:image/x-wmf;base64,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)

El vector de medias con dos datos completados por regresión en *X1* y uno en *X4* es:

![](data:image/x-wmf;base64,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)

El efecto que causa en la *matriz de varianzas y covarianzas* y *matriz de correlaciones*, el completar 2% de datos faltantes en una matriz de tamaño 30, por medio de la imputación por media y regresión, se presenta en el Cuadro 4.11.

|  |  |
| --- | --- |
| **CUADRO 4.11**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Normal (5,1)**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.891 |  |  |  |  | | *X*2 | 0.299 | 0.891 |  |  |  | | *X*3 | -0.152 | -0.138 | 0.502 |  |  | | *X*4 | -0.010 | 0.034 | 0.014 | 0.756 |  | | *X*5 | 0.197 | 0.315 | -0.123 | 0.090 | 0.740 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.335 | 1.000 |  |  |  | | *X*3 | -0.227 | -0.206 | 1.000 |  |  | | *X*4 | -0.012 | 0.042 | 0.023 | 1.000 |  | | *X*5 | 0.242 | **0.388** | -0.202 | 0.120 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **10% Datos Completados por Media en “*Variable*** *X****1*” y “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | **0.845** |  |  |  |  | | *X*2 | **0.330** | 0.891 |  |  |  | | *X*3 | **-0.154** | -0.138 | 0.502 |  |  | | *X*4 | **-0.070** | **0.001** | **-0.011** | **0.724** |  | | *X*5 | **0.205** | 0.315 | -0.123 | **0.114** | 0.740 | | **Matriz de Correlaciones**  **10% Datos Completados por Media en “*Variable*** *X****1*” y “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.381 | 1.000 |  |  |  | | *X*3 | -0.236 | -0.206 | 1.000 |  |  | | *X*4 | -0.089 | 0.001 | -0.018 | 1.000 |  | | *X*5 | 0.260 | 0.388 | -0.202 | 0.156 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **10% Datos Completados por Regresión en “*Variable*** *X****1*” y “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | **0.939** |  |  |  |  | | *X*2 | **0.329** | 0.891 |  |  |  | | *X*3 | **-0.136** | -0.138 | 0.502 |  |  | | *X*4 | **-0.022** | **0.027** | **0.009** | **0.743** |  | | *X*5 | **0.206** | 0.315 | -0.123 | **0.095** | 0.740 | | **Matriz de Correlaciones**  **10% Datos Completados por Regresión en “*Variable*** *X****1*” y “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.360 | 1.000 |  |  |  | | *X*3 | -0.197 | -0.206 | 1.000 |  |  | | *X*4 | -0.027 | 0.033 | 0.014 | 1.000 |  | | *X*5 | 0.247 | 0.388 | -0.202 | 0.128 | 1.000 | |

**Elaborado por**: G. Cuenca

**4.2.3 Distribución Poisson: *Ocho datos faltantes* en una sola variable (5% de la matriz), tamaño de muestra n=30**

Se tiene una matriz de datos cuyas columnas son muestras tomadas de cinco poblaciones todas ellas Poisson, independientes e idénticamente distribuìdas, con parámetro ![](data:image/x-wmf;base64,183GmgAAAAAAAMADwAECCQAAAAATXAEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAG2AgEAAAA2eRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAEoHCsXmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABhAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAAAYAwog5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgATQAAQAAAGx5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAEAAAABAAAAAAAwAAQAAAAtAQEABAAAAPABAAADAAAAAAA=),![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIK4AHMBQEAAAA1eQgAAAAyCuABSAUBAAAAeHkIAAAAMgrgAVUEAgAAADMwHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAObA9HfvwPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKgAHgAgEAAABNMBwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAK8KCvbmwPR378D0dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABkAEBAAAAzjAcAAAA+wKA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUAAAQAAANcwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAAAAAABAAAAAAAwAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), *i= 1,2,....30*  y *j= 1,2,3*,*4,5* y se supone que tiene el 5% de datos faltantes, es decir ocho datos, los que recayeron en la variable *X*5 y son: el *X*3,5=6, *X*7,5=3, *X*10,5=3, *X*14,5=4, *X*18,5=5, *X*21,5=5, *X*25,5=9 y el *X*28,5=7.

Nótese que el 5% de datos faltantes en la matriz, constituye 27% de datos faltantes en la columna que corresponde a *X*5. (Ver Tabla 4.11)

Los resultados obtenidos para este caso se presentan desde la Tabla 4.11 hasta el Cuadro 4.16

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.11**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Poisson**  Tamaño de muestra n=30 | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 3 | 10 | 8 | 4 | 2 |
| 3 | 6 | 7 | 8 | 5 |
| 6 | 8 | 3 | 10 | **6** |
| 6 | 4 | 7 | 10 | 8 |
| 11 | 5 | 7 | 2 | 4 |
| 4 | 6 | 9 | 5 | 3 |
| 9 | 5 | 7 | 6 | **3** |
| 3 | 8 | 9 | 6 | 5 |
| 5 | 2 | 10 | 6 | 8 |
| 9 | 7 | 4 | 7 | **3** |
| 8 | 4 | 7 | 10 | 4 |
| 3 | 9 | 2 | 8 | 2 |
| 6 | 9 | 6 | 4 | 4 |
| 5 | 10 | 6 | 3 | **4** |
| 7 | 5 | 6 | 11 | 7 |
| 5 | 8 | 3 | 5 | 3 |
| 8 | 11 | 6 | 7 | 8 |
| 9 | 12 | 7 | 2 | **5** |
| 6 | 4 | 8 | 6 | 12 |
| 5 | 12 | 7 | 9 | 8 |
| 3 | 2 | 8 | 9 | **5** |
| 8 | 9 | 4 | 3 | 10 |
| 8 | 10 | 4 | 6 | 7 |
| 4 | 4 | 6 | 7 | 8 |
| 3 | 8 | 5 | 0 | **9** |
| 5 | 9 | 4 | 7 | 11 |
| 5 | 7 | 8 | 5 | 4 |
| 4 | 4 | 5 | 2 | **7** |
| 8 | 0 | 7 | 6 | 5 |
| 5 | 8 | 7 | 4 | 9 |

**Elaborado por**: G. Cuenca

El vector de medias de los datos originales es:

![](data:image/x-wmf;base64,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)

**Método de Eliminación por Filas**

Puesto que los datos faltantes recayeron en la variable *X*5 y son: el *X*3,5=6, *X*7,5=3, *X*10,5=3, *X*14,5=4, *X*18,5=5, *X*25,5=9 y el *X*28,5=7, se procede a prescindir de las filas que tienen estos valores “faltantes”, donde la matriz de datos resultante con filas eliminadas se muestra en la Tabla 4.12.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.12**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Poisson**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz  **Matriz de datos con ocho filas eliminadas** | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 3 | 10 | 8 | 4 | 2 |
| 3 | 6 | 7 | 8 | 5 |
| 6 | 4 | 7 | 10 | 8 |
| 11 | 5 | 7 | 2 | 4 |
| 4 | 6 | 9 | 5 | 3 |
| 3 | 8 | 9 | 6 | 5 |
| 5 | 2 | 10 | 6 | 8 |
| 8 | 4 | 7 | 10 | 4 |
| 3 | 9 | 2 | 8 | 2 |
| 6 | 9 | 6 | 4 | 4 |
| 7 | 5 | 6 | 11 | 7 |
| 5 | 8 | 3 | 5 | 3 |
| 8 | 11 | 6 | 7 | 8 |
| 6 | 4 | 8 | 6 | 12 |
| 5 | 12 | 7 | 9 | 8 |
| 8 | 9 | 4 | 3 | 10 |
| 8 | 10 | 4 | 6 | 7 |
| 4 | 4 | 6 | 7 | 8 |
| 5 | 9 | 4 | 7 | 11 |
| 5 | 7 | 8 | 5 | 4 |
| 8 | 0 | 7 | 6 | 5 |
| 5 | 8 | 7 | 4 | 9 |

**Elaborado por**: G. Cuenca

El vector de medias para las veinte y dos filas restantes es:

![](data:image/x-wmf;base64,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)

Como era de esperarse el vector de medias de los datos originales y de los datos con filas eliminadas no coinciden.

Ahora analicemos el efecto que causa en la *matriz de varianzas y covarianzas*, y *matriz de correlaciones*, la eliminación de ocho filas, con un tamaño de muestra *n*=30.(Ver Cuadro 4.12)

|  |  |
| --- | --- |
| **CUADRO 4.12**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Poisson**  **Método de Eliminación por Filas**  Tamaño de muestra n=30 y 2% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.993 |  |  |  |  | | *X*2 | -0.062 | 9.361 |  |  |  | | *X*3 | -0.469 | -2.140 | 3.771 |  |  | | *X*4 | -0.221 | -2.009 | -0.156 | 7.582 |  | | *X*5 | -0.110 | -0.246 | -0.061 | 0.067 | 7.275 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.009 | 1.000 |  |  |  | | *X*3 | -0.108 | -0.360 | 1.000 |  |  | | *X*4 | -0.036 | -0.238 | -0.029 | 1.000 |  | | *X*5 | -0.018 | -0.030 | -0.012 | 0.009 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **(8 Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.494 |  |  |  |  | | *X*2 | -1.242 | 9.394 |  |  |  | | *X*3 | -0.537 | -2.532 | 4.069 |  |  | | *X*4 | -0.719 | -1.082 | -0.294 | 5.465 |  | | *X*5 | 1.208 | -0.290 | -0.013 | 0.877 | 8.374 | | **Matriz de Correlaciones**  **(8 Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.191 | 1.000 |  |  |  | | *X*3 | -0.126 | -0.410 | 1.000 |  |  | | *X*4 | -0.145 | -0.151 | -0.062 | 1.000 |  | | *X*5 | 0.197 | -0.033 | -0.002 | 0.130 | 1.000 | |

**Elaborado por**: G. Cuenca

**Elaborado por**: G. Cuenca

|  |  |
| --- | --- |
| **CUADRO 4.13**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Poisson**  **Método de Eliminación por Filas**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****5*”** | |
| **Estimadores**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 27% de datos eliminadas en X5** | | n | | 30 | 22 | | Media | | 5,967 | 6,227 | | Mediana | | 5,000 | 6,000 | | Moda | | 4,000 | 8,000 | | Varianza | | 7,275 | 8,374 | | Desviación Estándar | | 2,697 | 2,894 | | Error Estándar | | 0,492 | 0,617 | | **Coeficiente de Asimetría** | | 0,456 | 0,296 | | Curtosis | | -0,633 | -0,858 | | Rango | | 10,000 | 10,000 | | Mínimo | | 2,000 | 2,000 | | Máximo | | 12,000 | 12,000 | | Percentiles | 25 | 4,000 | 4,000 | | 50 | 5,000 | 6,000 | | 75 | 8,000 | 8,000 | | **Diagrama de Cajas** |

**Método de Imputación por la Media y Regresión**

A continuación se aplica el método de imputación por media y regresión a la misma matriz de datos utilizada en el método de eliminación por filas, es decir se completan datos en la variable *X*5 que presenta ocho valores faltantes que son: *X*3,5=6, *X*7,5=3, *X*10,5=3, *X*14,5=4, *X*18,5=5, *X*25,5=9 y el *X*28,5=7. La matriz de datos resultante con ocho valores completados por imputación por la media en la variable *X5* se muestra en la Tabla 4.13.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.13**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Poisson**  **Método de Imputación por la Media**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 3 | 10 | 8 | 4 | 2 |
| 3 | 6 | 7 | 8 | 5 |
| 6 | 8 | 3 | 10 | **6.227** |
| 6 | 4 | 7 | 10 | 8 |
| 11 | 5 | 7 | 2 | 4 |
| 4 | 6 | 9 | 5 | 3 |
| 9 | 5 | 7 | 6 | **6.227** |
| 3 | 8 | 9 | 6 | 5 |
| 5 | 2 | 10 | 6 | 8 |
| 9 | 7 | 4 | 7 | **6.227** |
| 8 | 4 | 7 | 10 | 4 |
| 3 | 9 | 2 | 8 | 2 |
| 6 | 9 | 6 | 4 | 4 |
| 5 | 10 | 6 | 3 | **6.227** |
| 7 | 5 | 6 | 11 | 7 |
| 5 | 8 | 3 | 5 | 3 |
| 8 | 11 | 6 | 7 | 8 |
| 9 | 12 | 7 | 2 | **6.227** |
| 6 | 4 | 8 | 6 | 12 |
| 5 | 12 | 7 | 9 | 8 |
| 3 | 2 | 8 | 9 | **6.227** |
| 8 | 9 | 4 | 3 | 10 |
| 8 | 10 | 4 | 6 | 7 |
| 4 | 4 | 6 | 7 | 8 |
| 3 | 8 | 5 | 0 | **6.227** |
| 5 | 9 | 4 | 7 | 11 |
| 5 | 7 | 8 | 5 | 4 |
| 4 | 4 | 5 | 2 | **6.227** |
| 8 | 0 | 7 | 6 | 5 |
| 5 | 8 | 7 | 4 | 9 |

**Elaborado por**: G. Cuenca

Mientras que la matriz de datos resultante, con ocho valores completados por imputación utilizando regresión en la variable *X5* se puede ver en la Tabla 4.14.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.14**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes que provienen de una distribución Poisson**  **Método de Imputación por Regresión**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 3 | 10 | 8 | 4 | 2 |
| 3 | 6 | 7 | 8 | 5 |
| 6 | 8 | 3 | 10 | **6.287** |
| 6 | 4 | 7 | 10 | 8 |
| 11 | 5 | 7 | 2 | 4 |
| 4 | 6 | 9 | 5 | 3 |
| 9 | 5 | 7 | 6 | **5.110** |
| 3 | 8 | 9 | 6 | 5 |
| 5 | 2 | 10 | 6 | 8 |
| 9 | 7 | 4 | 7 | **3.420** |
| 8 | 4 | 7 | 10 | 4 |
| 3 | 9 | 2 | 8 | 2 |
| 6 | 9 | 6 | 4 | 4 |
| 5 | 10 | 6 | 3 | **4.310** |
| 7 | 5 | 6 | 11 | 7 |
| 5 | 8 | 3 | 5 | 3 |
| 8 | 11 | 6 | 7 | 8 |
| 9 | 12 | 7 | 2 | **6.005** |
| 6 | 4 | 8 | 6 | 12 |
| 5 | 12 | 7 | 9 | 8 |
| 3 | 2 | 8 | 9 | **5.106** |
| 8 | 9 | 4 | 3 | 10 |
| 8 | 10 | 4 | 6 | 7 |
| 4 | 4 | 6 | 7 | 8 |
| 3 | 8 | 5 | 0 | **8.873** |
| 5 | 9 | 4 | 7 | 11 |
| 5 | 7 | 8 | 5 | 4 |
| 4 | 4 | 5 | 2 | **5.517** |
| 8 | 0 | 7 | 6 | 5 |
| 5 | 8 | 7 | 4 | 9 |

**Elaborado por**: G. Cuenca

En la Tabla 4.15 se realiza una comparación entre el dato observado y el dato con imputación por la media y regresión.

|  |
| --- |
| **Tabla 4.15**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Poisson**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz |
| **27% de datos completados en** *X1* **por la Media**   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Imputación por Media** | **Error**  **|Dato Observado –**  **Resultado de Imputación por Media|** | | 6 | 6.227 | 0.227 | | 3 | 6.227 | 3.227 | | 3 | 6.227 | 3.227 | | 4 | 6.227 | 2.227 | | 5 | 6.227 | 1.227 | | 5 | 6.227 | 1.227 | | 9 | 6.227 | 2.773 | | 7 | 6.227 | 0.773 | |
| **27% de datos completados en** *X1* **por Regresión**   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción** | | 6 | 6.287 | 0.287 | | 3 | 5.110 | 2.110 | | 3 | 3.420 | 0.420 | | 4 | 4.310 | 0.310 | | 5 | 6.005 | 1.005 | | 5 | 5.106 | 0.106 | | 9 | 8.873 | 0.127 | | 7 | 5.517 | 1.483 | |

**Elaborado por**: G. Cuenca

Por medio del Cuadro 4.14, podemos apreciar el número de imputaciones sucesivas por medio del Método de Regresión que se realiza a los ocho datos faltantes en la variable *X5.*

|  |  |
| --- | --- |
| **CUADRO 4.14**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Poisson**  **Método de Imputación por Regresión**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*3,5=6   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 6.878 | 0.878 | | 2 | 6.754 | 0.754 | | 3 | 6.632 | 0.632 | | 4 | 6.576 | 0.576 | | 5 | 6.471 | 0.471 | | 6 | 6.323 | 0.323 | | 7 | 6.287 | 0.287 | | **Imputaciones sucesivas para** *X*7,5=3   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 6.119 | 3.119 | | 2 | 6.032 | 3.032 | | 3 | 5.971 | 2.971 | | 4 | 5.862 | 2.862 | | 5 | 5.531 | 2.531 | | 6 | 5.204 | 2.204 | | 7 | 5.110 | 2.110 | |
| **Imputaciones sucesivas para** *X*10,5=3   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 5.429 | 2.429 | | 2 | 5.210 | 2.210 | | 3 | 4.973 | 1.973 | | 4 | 4.415 | 1.415 | | 5 | 4.206 | 1.206 | | 6 | 3.843 | 0.843 | | 7 | 3.420 | 0.420 | | **Imputaciones sucesivas para** *X*14,5=4   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 5.184 | 1.184 | | 2 | 5.003 | 1.003 | | 3 | 4.852 | 0.852 | | 4 | 4.725 | 0.725 | | 5 | 4.612 | 0.612 | | 6 | 4.561 | 0.561 | | 7 | 4.310 | 0.310 | |

**Elaborado por**: G. Cuenca

**Continúa…**

**Viene…**

|  |  |
| --- | --- |
| *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Poisson**  **Método de Imputación por Regresión**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*18,5=5   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 6.751 | 1.751 | | 2 | 6.623 | 1.623 | | 3 | 6.541 | 1.541 | | 4 | 6.432 | 1.432 | | 5 | 6.317 | 1.317 | | 6 | 6.210 | 1.210 | | 7 | 6.005 | 1.005 | | **Imputaciones sucesivas para** *X*21,5=5   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 5.749 | 0.749 | | 2 | 5.663 | 0.663 | | 3 | 5.549 | 0.549 | | 4 | 5.432 | 0.432 | | 5 | 5.316 | 0.316 | | 6 | 5.257 | 0.257 | | 7 | 5.106 | 0.106 | |
| **Imputaciones sucesivas para** *X*25,5=9   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 8.215 | 0.785 | | 2 | 8.351 | 0.649 | | 3 | 8.532 | 0.468 | | 4 | 8.673 | 0.327 | | 5 | 8.725 | 0.275 | | 6 | 8.801 | 0.199 | | 7 | 8.873 | 0.127 | | **Imputaciones sucesivas para** *X*28,5=7   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 4.364 | 2.636 | | 2 | 4.713 | 2.287 | | 3 | 4.846 | 2.154 | | 4 | 5.112 | 1.888 | | 5 | 5.235 | 1.765 | | 6 | 5.418 | 1.582 | | 7 | 5.517 | 1.483 | |

**Elaborado por**: G. Cuenca

**Elaborado por:** G. Cuenca

|  |  |
| --- | --- |
| **CUADRO 4.15**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Poisson**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****5*”** | |
| **Estimadores**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 30 | 22 | 30 | 30 | | Media | | 5,966 | 6,227 | 6,227 | 6,054 | | Mediana | | 5,000 | 6,000 | 6,227 | 5,314 | | Moda | | 4,000 | 8,000 | 6,230 | 8,000 | | Varianza | | 7,275 | 8,375 | 6,064 | 6,779 | | Desviación Estándar | | 2,697 | 2,894 | 2,462 | 2,604 | | Error Estándar | | 0,492 | 0,617 | 0,450 | 0,475 | | **Coeficiente de Asimetría** | | 0,456 | 0,296 | 0,339 | 0,471 | | Curtosis | | -0,633 | -0,858 | 0,010 | -0,429 | | Rango | | 10,000 | 10,000 | 10,000 | 10,000 | | Mínimo | | 2,000 | 2,000 | 2,000 | 2,000 | | Máximo | | 12,000 | 12,000 | 12,000 | 12,000 | | Percentiles | 25 | 4,000 | 4,000 | 4,000 | 4,000 | | 50 | 5,000 | 6,000 | 6,227 | 5,314 | | 75 | 8,000 | 8,000 | 8,000 | 8,000 | | **Diagrama de Cajas** |

El vector de medias con ocho “datos completados” por la media en *X5* es:

![](data:image/x-wmf;base64,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)

Mientras que el vector de medias con ocho “datos completados” utilizando regresión en *X5* es:

![](data:image/x-wmf;base64,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)

|  |  |
| --- | --- |
| **CUADRO 4.16**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Poisson**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=30 y 5% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.993 |  |  |  |  | | *X*2 | -0.062 | 9.361 |  |  |  | | *X*3 | -0.469 | -2.140 | 3.771 |  |  | | *X*4 | -0.221 | -2.009 | -0.156 | 7.582 |  | | *X*5 | -0.110 | -0.246 | -0.061 | 0.067 | 7.275 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.009 | 1.000 |  |  |  | | *X*3 | -0.108 | -0.360 | 1.000 |  |  | | *X*4 | -0.036 | -0.238 | -0.029 | 1.000 |  | | *X*5 | -0.018 | -0.030 | -0.012 | 0.009 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **27% Datos Completados por Media en “*Variable*** *X****5*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.993 |  |  |  |  | | *X*2 | -0.062 | 9.361 |  |  |  | | *X*3 | -0.469 | -2.140 | 3.771 |  |  | | *X*4 | -0.221 | -2.009 | -0.156 | 7.582 |  | | *X*5 | 0.875 | -0.210 | -0.009 | 0.635 | 6.064 | | **Matriz de Correlaciones**  **27% Datos Completados por Media en “*Variable*** *X****5*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.009 | 1.000 |  |  |  | | *X*3 | -0.108 | -0.360 | 1.000 |  |  | | *X*4 | -0.036 | -0.238 | -0.029 | 1.000 |  | | *X*5 | 0.159 | -0.028 | -0.002 | 0.094 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **27% Datos Completados por Regresión en “*Variable*** *X****5*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.993 |  |  |  |  | | *X*2 | -0.062 | 9.361 |  |  |  | | *X*3 | -0.469 | -2.140 | 3.771 |  |  | | *X*4 | -0.221 | -2.009 | -0.156 | 7.582 |  | | *X*5 | 0.367 | -0.033 | 0.030 | 0.198 | 6.779 | | **Matriz de Correlaciones**  **27% Datos Completados por Regresión en “*Variable*** *X****5*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.009 | 1.000 |  |  |  | | *X*3 | -0.108 | -0.360 | 1.000 |  |  | | *X*4 | -0.036 | -0.238 | -0.029 | 1.000 |  | | *X*5 | 0.063 | -0.004 | 0.006 | 0.028 | 1.000 | |

**Elaborado por**: G. Cuenca

**4.2.4 Distribución Exponencial: *Trece datos faltantes* en una sola variable (5% de la matriz), tamaño de muestra n=50**

Se tiene una matriz de datos cuyas columnas son muestras tomadas de cinco poblaciones todas ellas Exponencial, independientes e idénticamente distribuìdas, con parámetro ![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAHsAgEAAAAyeRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAFgKClfmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABtAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAAANBgq35sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAGJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAEAAAABAAAAAAAwAAQAAAAtAQEABAAAAPABAAADAAAAAAA=),![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIK4AHNBQEAAAA1eQgAAAAyCuABSQUBAAAAeHkIAAAAMgrgAVYEAgAAADUwHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAObA9HfvwPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKgAHgAgEAAABNMBwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAPAFCh7mwPR378D0dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABkAEBAAAAzjAcAAAA+wKA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUAAAQAAANcwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAAAAAABAAAAAAAwAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), *i= 1,2,....50*  y *j= 1,2,3*,*4,5* y se supone que tiene el 5% de datos faltantes, es decir trece datos, los que recayeron en la variable *X*2 y son: el *X*3,2=0.335, *X*6,2=2.326, *X*10,2=0.158, *X*13,2=2.019, *X*18,2=1.525, *X*25,2=0.169, *X*28,2=0.606, *X*31,2=4.334, *X*33,2=0.950, *X*33,2=0.950, *X*37,2=4.403, *X*41,2=0.775, *X*46,2=0.337 y *X*49,2=2.209.

Nótese que el 5% de datos faltantes en la matriz, constituye 26% de datos faltantes en la columna que corresponde a *X*2.(Ver Tabla 4.16).

Los resultados correspondientes a este caso se presentan desde la Tabla 4.16 hasta el Cuadro 4.19.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.16**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Exponencial**  Tamaño de muestra n=50 | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 0.308 | 5.836 | 3.978 | 0.967 | 3.134 |
| 0.399 | 4.329 | 0.284 | 1.314 | 0.790 |
| 2.807 | **0.335** | 2.222 | 2.019 | 2.838 |
| 0.216 | 3.516 | 1.435 | 0.514 | 0.656 |
| 1.008 | 6.595 | 1.681 | 0.377 | 1.833 |
| 3.936 | **2.326** | 2.690 | 2.289 | 1.863 |
| 3.649 | 0.404 | 0.034 | 1.035 | 1.776 |
| 0.249 | 2.899 | 0.070 | 0.492 | 3.798 |
| 0.043 | 1.064 | 0.106 | 6.787 | 0.260 |
| 1.017 | **0.158** | 1.589 | 0.309 | 7.656 |
| 2.033 | 2.217 | 2.207 | 0.764 | 0.158 |
| 2.927 | 3.164 | 9.718 | 0.442 | 0.916 |
| 1.598 | **2.019** | 3.594 | 0.172 | 5.409 |
| 0.883 | 0.049 | 0.377 | 1.893 | 0.916 |
| 2.811 | 0.666 | 0.882 | 1.502 | 0.565 |
| 1.519 | 0.882 | 2.265 | 4.860 | 0.524 |
| 1.397 | 0.490 | 7.271 | 0.156 | 0.426 |
| 5.182 | **1.525** | 2.069 | 0.776 | 1.220 |
| 0.532 | 2.920 | 0.592 | 0.889 | 1.447 |
| 6.186 | 2.292 | 2.417 | 0.008 | 1.636 |
| 3.602 | 0.475 | 3.416 | 1.388 | 0.935 |
| 0.504 | 0.910 | 1.758 | 1.688 | 5.108 |
| 3.137 | 0.832 | 0.285 | 0.375 | 1.217 |
| 2.758 | 1.241 | 0.940 | 4.296 | 3.130 |
| 1.850 | **0.169** | 5.794 | 1.026 | 2.619 |
| 1.465 | 0.496 | 1.812 | 3.017 | 2.464 |
| 1.350 | 2.237 | 2.395 | 1.839 | 0.392 |
| 0.941 | **0.606** | 3.764 | 2.400 | 1.776 |
| 0.938 | 1.652 | 2.348 | 0.913 | 1.281 |
| 0.018 | 1.049 | 11.453 | 0.113 | 0.166 |
| 2.048 | **4.334** | 1.654 | 10.276 | 1.940 |
| 2.575 | 2.284 | 0.782 | 0.405 | 0.896 |
| 0.777 | **0.950** | 0.390 | 0.740 | 3.500 |
| 1.352 | 0.223 | 0.560 | 0.038 | 0.482 |
| 2.569 | 0.074 | 3.632 | 5.326 | 2.012 |
| 1.094 | 7.818 | 1.188 | 6.204 | 0.505 |
| 0.390 | **4.403** | 1.288 | 0.602 | 2.145 |
| 0.121 | 1.818 | 0.168 | 0.399 | 0.512 |
| 1.622 | 4.662 | 1.633 | 2.688 | 3.823 |
| 1.720 | 2.455 | 6.211 | 0.702 | 3.818 |
| 0.008 | **0.775** | 0.072 | 2.432 | 0.896 |
| 0.975 | 0.041 | 8.616 | 4.995 | 4.742 |
| 0.115 | 1.835 | 1.188 | 0.266 | 0.148 |
| 0.184 | 0.395 | 0.136 | 5.116 | 1.447 |
| 0.409 | 4.056 | 0.214 | 0.600 | 3.625 |
| 0.743 | **0.337** | 0.963 | 4.158 | 2.572 |
| 2.351 | 2.916 | 0.714 | 1.625 | 4.066 |
| 1.166 | 5.402 | 0.126 | 1.047 | 7.526 |
| 0.903 | **2.209** | 1.588 | 0.904 | 2.928 |
| 0.525 | 1.106 | 3.467 | 1.260 | 0.336 |

El vector de medias de los datos originales es:

![](data:image/x-wmf;base64,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)

**Método de Eliminación por Filas**

Puesto que los datos faltantes recayeron en la variable *X*2 y son: el *X*3,2=0.335, *X*6,2=2.326, *X*10,2=0.158, *X*13,2=2.019, *X*18,2=1.525, *X*25,2=0.169, *X*28,2=0.606, *X*31,2=4.334, *X*33,2=0.950, *X*33,2=0.950, *X*37,2=4.403, *X*41,2=0.775, *X*46,2=0.337 y *X*49,2=2.209, se procede a prescindir de las filas que tienen estos valores “faltantes”, donde la matriz de datos resultante con filas eliminadas se muestra en la Tabla 4.17.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.17**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Exponencial**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz  **Matriz de datos con trece filas eliminadas** | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 0.308 | 5.836 | 3.978 | 0.967 | 3.134 |
| 0.399 | 4.329 | 0.284 | 1.314 | 0.790 |
| 0.216 | 3.516 | 1.435 | 0.514 | 0.656 |
| 1.008 | 6.595 | 1.681 | 0.377 | 1.833 |
| 3.649 | 0.404 | 0.034 | 1.035 | 1.776 |
| 0.249 | 2.899 | 0.070 | 0.492 | 3.798 |
| 0.043 | 1.064 | 0.106 | 6.787 | 0.260 |
| 2.033 | 2.217 | 2.207 | 0.764 | 0.158 |
| 2.927 | 3.164 | 9.718 | 0.442 | 0.916 |
| 0.883 | 0.049 | 0.377 | 1.893 | 0.916 |
| 2.811 | 0.666 | 0.882 | 1.502 | 0.565 |
| 1.519 | 0.882 | 2.265 | 4.860 | 0.524 |
| 1.397 | 0.490 | 7.271 | 0.156 | 0.426 |
| 0.532 | 2.920 | 0.592 | 0.889 | 1.447 |
| 6.186 | 2.292 | 2.417 | 0.008 | 1.636 |
| 3.602 | 0.475 | 3.416 | 1.388 | 0.935 |
| 0.504 | 0.910 | 1.758 | 1.688 | 5.108 |
| 3.137 | 0.832 | 0.285 | 0.375 | 1.217 |
| 2.758 | 1.241 | 0.940 | 4.296 | 3.130 |
| 1.465 | 0.496 | 1.812 | 3.017 | 2.464 |
| 1.350 | 2.237 | 2.395 | 1.839 | 0.392 |
| 0.938 | 1.652 | 2.348 | 0.913 | 1.281 |
| 0.018 | 1.049 | 11.453 | 0.113 | 0.166 |
| 2.575 | 2.284 | 0.782 | 0.405 | 0.896 |
| 1.352 | 0.223 | 0.560 | 0.038 | 0.482 |
| 2.569 | 0.074 | 3.632 | 5.326 | 2.012 |
| 1.094 | 7.818 | 1.188 | 6.204 | 0.505 |
| 0.121 | 1.818 | 0.168 | 0.399 | 0.512 |
| 1.622 | 4.662 | 1.633 | 2.688 | 3.823 |
| 1.720 | 2.455 | 6.211 | 0.702 | 3.818 |
| 0.975 | 0.041 | 8.616 | 4.995 | 4.742 |
| 0.115 | 1.835 | 1.188 | 0.266 | 0.148 |
| 0.184 | 0.395 | 0.136 | 5.116 | 1.447 |
| 0.409 | 4.056 | 0.214 | 0.600 | 3.625 |
| 2.351 | 2.916 | 0.714 | 1.625 | 4.066 |
| 1.166 | 5.402 | 0.126 | 1.047 | 7.526 |
| 0.525 | 1.106 | 3.467 | 1.260 | 0.336 |

**Elaborado por**: G. Cuenca

El vector de medias para las treinta y siete filas restantes es:

![](data:image/x-wmf;base64,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)

El efecto que causa en la *matriz de varianzas y covarianzas*, y *matriz de correlaciones*, la eliminación de trece filas, con un tamaño de muestra *n*=50, se puede ver en el Cuadro 4.17.

|  |  |
| --- | --- |
| **CUADRO 4.17**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Exponencial**  **Método de Eliminación por Filas**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.852 |  |  |  |  | | *X*2 | -0.355 | 3.437 |  |  |  | | *X*3 | 0.249 | -0.651 | 6.516 |  |  | | *X*4 | -0.164 | 0.072 | -0.517 | 4.472 |  | | *X*5 | -0.124 | 0.309 | -0.189 | -0.225 | 3.241 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.141 | 1.000 |  |  |  | | *X*3 | 0.072 | -0.138 | 1.000 |  |  | | *X*4 | -0.057 | 0.018 | -0.096 | 1.000 |  | | *X*5 | -0.050 | 0.092 | -0.041 | -0.059 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **(13 Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.769 |  |  |  |  | | *X*2 | -0.484 | 3.850 |  |  |  | | *X*3 | 0.123 | -0.786 | 8.060 |  |  | | *X*4 | -0.279 | -0.361 | -0.466 | 3.644 |  | | *X*5 | -0.034 | 0.821 | -0.264 | 0.152 | 3.002 | | **Matriz de Correlaciones**  **(13 Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.186 | 1.000 |  |  |  | | *X*3 | 0.033 | -0.141 | 1.000 |  |  | | *X*4 | -0.110 | -0.096 | -0.086 | 1.000 |  | | *X*5 | -0.015 | 0.242 | -0.054 | 0.046 | 1.000 | |

**Elaborado por**: G. Cuenca

**Método de Imputación por la Media y Regresión**

La matriz de datos resultante con trece valores completados por imputación por la media y regresión en la variable *X2* se muestra en la Tabla 4.18 y 4.19 respectivamente.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.18**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Exponencial**  **Método de Imputación por la Media**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 0,308 | 5,836 | 3,978 | 0,967 | 3,134 |
| 0,399 | 4,329 | 0,284 | 1,314 | 0,790 |
| 2,807 | **2.197** | 2,222 | 2,019 | 2,838 |
| 0,216 | 3,516 | 1,435 | 0,514 | 0,656 |
| 1,008 | 6,595 | 1,681 | 0,377 | 1,833 |
| 3,936 | **2.197** | 2,690 | 2,289 | 1,863 |
| 3,649 | 0,404 | 0,034 | 1,035 | 1,776 |
| 0,249 | 2,899 | 0,070 | 0,492 | 3,798 |
| 0,043 | 1,064 | 0,106 | 6,787 | 0,260 |
| 1,017 | **2.197** | 1,589 | 0,309 | 7,656 |
| 2,033 | 2,217 | 2,207 | 0,764 | 0,158 |
| 2,927 | 3,164 | 9,718 | 0,442 | 0,916 |
| 1,598 | **2.197** | 3,594 | 0,172 | 5,409 |
| 0,883 | 0,049 | 0,377 | 1,893 | 0,916 |
| 2,811 | 0,666 | 0,882 | 1,502 | 0,565 |
| 1,519 | 0,882 | 2,265 | 4,860 | 0,524 |
| 1,397 | 0,490 | 7,271 | 0,156 | 0,426 |
| 5,182 | **2.197** | 2,069 | 0,776 | 1,220 |
| 0,532 | 2,920 | 0,592 | 0,889 | 1,447 |
| 6,186 | 2,292 | 2,417 | 0,008 | 1,636 |
| 3,602 | 0,475 | 3,416 | 1,388 | 0,935 |
| 0,504 | 0,910 | 1,758 | 1,688 | 5,108 |
| 3,137 | 0,832 | 0,285 | 0,375 | 1,217 |
| 2,758 | 1,241 | 0,940 | 4,296 | 3,130 |
| 1,850 | **2.197** | 5,794 | 1,026 | 2,619 |
| 1,465 | 0,496 | 1,812 | 3,017 | 2,464 |
| 1,350 | 2,237 | 2,395 | 1,839 | 0,392 |
| 0,941 | **2.197** | 3,764 | 2,400 | 1,776 |
| 0,938 | 1,652 | 2,348 | 0,913 | 1,281 |
| 0,018 | 1,049 | 11,453 | 0,113 | 0,166 |
| 2,048 | 2.197 | 1,654 | 10,276 | 1,940 |
| 2,575 | 2,284 | 0,782 | 0,405 | 0,896 |
| 0,777 | **2.197** | 0,390 | 0,740 | 3,500 |
| 1,352 | 0,223 | 0,560 | 0,038 | 0,482 |
| 2,569 | 0,074 | 3,632 | 5,326 | 2,012 |
| 1,094 | 7,818 | 1,188 | 6,204 | 0,505 |
| 0,390 | **2.197** | 1,288 | 0,602 | 2,145 |
| 0,121 | 1,818 | 0,168 | 0,399 | 0,512 |
| 1,622 | 4,662 | 1,633 | 2,688 | 3,823 |
| 1,720 | 2,455 | 6,211 | 0,702 | 3,818 |
| 0,008 | **2.197** | 0,072 | 2,432 | 0,896 |
| 0,975 | 0,041 | 8,616 | 4,995 | 4,742 |
| 0,115 | 1,835 | 1,188 | 0,266 | 0,148 |
| 0,184 | 0,395 | 0,136 | 5,116 | 1,447 |
| 0,409 | 4,056 | 0,214 | 0,600 | 3,625 |
| 0,743 | **2.197** | 0,963 | 4,158 | 2,572 |
| 2,351 | 2,916 | 0,714 | 1,625 | 4,066 |
| 1,166 | 5,402 | 0,126 | 1,047 | 7,526 |
| 0,903 | **2,197** | 1,588 | 0,904 | 2,928 |
| 0,525 | 1,106 | 3,467 | 1,260 | 0,336 |
| **Tabla 4.19**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias independientes con distribución Exponencial**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 0.308 | 5.836 | 3.978 | 0.967 | 3.134 |
| 0.399 | 4.329 | 0.284 | 1.314 | 0.790 |
| 2.807 | **2.070** | 2.222 | 2.019 | 2.838 |
| 0.216 | 3.516 | 1.435 | 0.514 | 0.656 |
| 1.008 | 6.595 | 1.681 | 0.377 | 1.833 |
| 3.936 | **1.403** | 2.690 | 2.289 | 1.863 |
| 3.649 | 0.404 | 0.034 | 1.035 | 1.776 |
| 0.249 | 2.899 | 0.070 | 0.492 | 3.798 |
| 0.043 | 1.064 | 0.106 | 6.787 | 0.260 |
| 1.017 | **3.682** | 1.589 | 0.309 | 7.656 |
| 2.033 | 2.217 | 2.207 | 0.764 | 0.158 |
| 2.927 | 3.164 | 9.718 | 0.442 | 0.916 |
| 1.598 | **3.246** | 3.594 | 0.172 | 5.409 |
| 0.883 | 0.049 | 0.377 | 1.893 | 0.916 |
| 2.811 | 0.666 | 0.882 | 1.502 | 0.565 |
| 1.519 | 0.882 | 2.265 | 4.860 | 0.524 |
| 1.397 | 0.490 | 7.271 | 0.156 | 0.426 |
| 5.182 | **1.151** | 2.069 | 0.776 | 1.220 |
| 0.532 | 2.920 | 0.592 | 0.889 | 1.447 |
| 6.186 | 2.292 | 2.417 | 0.008 | 1.636 |
| 3.602 | 0.475 | 3.416 | 1.388 | 0.935 |
| 0.504 | 0.910 | 1.758 | 1.688 | 5.108 |
| 3.137 | 0.832 | 0.285 | 0.375 | 1.217 |
| 2.758 | 1.241 | 0.940 | 4.296 | 3.130 |
| 1.850 | **1.978** | 5.794 | 1.026 | 2.619 |
| 1.465 | 0.496 | 1.812 | 3.017 | 2.464 |
| 1.350 | 2.237 | 2.395 | 1.839 | 0.392 |
| 0.941 | **2.117** | 3.764 | 2.400 | 1.776 |
| 0.938 | 1.652 | 2.348 | 0.913 | 1.281 |
| 0.018 | 1.049 | 11.453 | 0.113 | 0.166 |
| 2.048 | **0.907** | 1.654 | 10.276 | 1.940 |
| 2.575 | 2.284 | 0.782 | 0.405 | 0.896 |
| 0.777 | **3.181** | 0.390 | 0.740 | 3.500 |
| 1.352 | 0.223 | 0.560 | 0.038 | 0.482 |
| 2.569 | 0.074 | 3.632 | 5.326 | 2.012 |
| 1.094 | 7.818 | 1.188 | 6.204 | 0.505 |
| 0.390 | **3.011** | 1.288 | 0.602 | 2.145 |
| 0.121 | 1.818 | 0.168 | 0.399 | 0.512 |
| 1.622 | 4.662 | 1.633 | 2.688 | 3.823 |
| 1.720 | 2.455 | 6.211 | 0.702 | 3.818 |
| 0.008 | **2.484** | 0.072 | 2.432 | 0.896 |
| 0.975 | 0.041 | 8.616 | 4.995 | 4.742 |
| 0.115 | 1.835 | 1.188 | 0.266 | 0.148 |
| 0.184 | 0.395 | 0.136 | 5.116 | 1.447 |
| 0.409 | 4.056 | 0.214 | 0.600 | 3.625 |
| 0.743 | **2.395** | 0.963 | 4.158 | 2.572 |
| 2.351 | 2.916 | 0.714 | 1.625 | 4.066 |
| 1.166 | 5.402 | 0.126 | 1.047 | 7.526 |
| 0.903 | **2.891** | 1.588 | 0.904 | 2.928 |
| 0.525 | 1.106 | 3.467 | 1.260 | 0.336 |

En la Tabla 4.20 se realiza una comparación entre el dato observado y el dato con imputación por la media y regresión.

|  |
| --- |
| **Tabla 4.20**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Exponencial**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz |
| ***26% de datos completados en*** *X2* ***por la Media***   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Imputación por Media** | **Error**  **|Dato Observado –**  **Resultado de Imputación por Media|** | | 0.335 | 2.197 | 1.862 | | 2.326 | 2.197 | 0.129 | | 0.158 | 2.197 | 2.039 | | 2.019 | 2.197 | 0.178 | | 1.525 | 2.197 | 0.672 | | 0.169 | 2.197 | 2.028 | | 0.606 | 2.197 | 1.591 | | 4.334 | 2.197 | 2.137 | | 0.950 | 2.197 | 1.247 | | 4.403 | 2.197 | 2.206 | | 0.775 | 2.197 | 1.422 | | 0.337 | 2.197 | 1.860 | | 2.090 | 2.197 | 0.107 | |
| ***26% de datos completados en*** *X2* ***por Regresión***   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción** | | 0,335 | 2,070 | 1,735 | | 2,326 | 1,403 | 0,923 | | 0,158 | 3,682 | 3,524 | | 2,019 | 3,246 | 1,227 | | 1,525 | 1,151 | 0,374 | | 0,169 | 1,978 | 1,809 | | 0,606 | 2,117 | 1,511 | | 4,334 | 0,907 | 3,427 | | 0,950 | 3,181 | 2,231 | | 4,403 | 3,011 | 1,392 | | 0,775 | 2,484 | 1,709 | | 0,337 | 2,395 | 2,058 | | 2,090 | 2,891 | 0,801 | |

**Elaborado por**: G. Cuenca

**Elaborado por**: G. Cuenca

|  |  |
| --- | --- |
| **CUADRO 4.18**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias independientes con distribución Exponencial**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****2*”** | |
| **Estimadores**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 50 | 37 | 50 | 50 | | Media | | 2,029 | 2,197 | 2,197 | 2,236 | | Mediana | | 1,589 | 1,818 | 2,197 | 2,094 | | Moda | | 0,040 | 0,040 | 2,200 | 0,040 | | Varianza | | 3,437 | 3,850 | 2,828 | 3,011 | | Desviación Estándar | | 1,854 | 1,962 | 1,682 | 1,735 | | Error Estándar | | 0,262 | 0,323 | 0,238 | 0,245 | | **Coeficiente de Asimetría** | | 1,222 | 1,164 | 1,338 | 1,158 | | Curtosis | | 1,115 | 0,879 | 2,207 | 1,487 | | Rango | | 7,780 | 7,780 | 7,780 | 7,780 | | Mínimo | | 0,040 | 0,040 | 0,040 | 0,040 | | Máximo | | 7,820 | 7,820 | 7,820 | 7,820 | | Percentiles | 25 | 0,495 | 0,581 | 0,903 | 0,901 | | 50 | 1,589 | 1,818 | 2,197 | 2,094 | | 75 | 2,917 | 3,042 | 2,566 | 3,049 | | **Diagrama de Cajas** |

El vector de medias con trece datos completados por la media en *X2* es:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAMQAwACQAAAACxXgEACQAAA2IDAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAzgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7v///+gDAAA+wsAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AIIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAI/BUAABQAAABMCPwVNAQUAAAAUAm0A9QMFAAAAEwJtAN4EBQAAABQC1gL1AwUAAAATAtYC3gQFAAAAFAI/BfUDBQAAABMCPwXeBAUAAAAUAqsH9QMFAAAAEwKrB94EBQAAABQCFwr1AwUAAAATAhcK3gQcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAD+CAoq5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEACAAAADIKQgoRDAEAAAD3eQgAAAAyCtIIEQwBAAAA93kIAAAAMgpiBxEMAQAAAPd5CAAAADIK8gURDAEAAAD3eQgAAAAyCoIEEQwBAAAA93kIAAAAMgoSAxEMAQAAAPd5CAAAADIKaAsRDAEAAAD4eQgAAAAyChwCEQwBAAAA9nkIAAAAMgpCCtMHAQAAAOd5CAAAADIK0gjTBwEAAADneQgAAAAyCmIH0wcBAAAA53kIAAAAMgryBdMHAQAAAOd5CAAAADIKggTTBwEAAADneQgAAAAyChID0wcBAAAA53kIAAAAMgpoC9MHAQAAAOh5CAAAADIKHALTBwEAAADmeQgAAAAyCoAGqAYBAAAAPXkIAAAAMgrnCrIFAQAAAPd5CAAAADIKzQmyBQEAAAD3eQgAAAAyCl0IsgUBAAAA93kIAAAAMgrtBrIFAQAAAPd5CAAAADIKfQWyBQEAAAD3eQgAAAAyCg0EsgUBAAAA93kIAAAAMgqdArIFAQAAAPd5CAAAADIK3QuyBQEAAAD4eQgAAAAyCqcBsgUBAAAA9nkIAAAAMgrnCuoCAQAAAOd5CAAAADIKzQnqAgEAAADneQgAAAAyCl0I6gIBAAAA53kIAAAAMgrtBuoCAQAAAOd5CAAAADIKfQXqAgEAAADneQgAAAAyCg0E6gIBAAAA53kIAAAAMgqdAuoCAQAAAOd5CAAAADIK3QvqAgEAAADoeQgAAAAyCqcB6gIBAAAA5nkIAAAAMgqABr8BAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAObA9HfvwPR3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACQAAADIKAAuzCQMAAAAwOTdlCAAAADIKAAtTCQEAAAAuOQgAAAAyCgALkwgBAAAAMjkJAAAAMgrACIkJAwAAADg4OWUIAAAAMgrACCkJAQAAAC44CAAAADIKwAhpCAEAAAAxOAkAAAAyCoAGswkDAAAAMjgxZQgAAAAyCoAGUwkBAAAALjgIAAAAMgqABpMIAQAAADI4CQAAADIKQASzCQMAAAAxOTdlCAAAADIKQARTCQEAAAAuOQgAAAAyCkAEkwgBAAAAMjkJAAAAMgoAAokJAwAAADUzOGUIAAAAMgoAAikJAQAAAC4zCAAAADIKAAJpCAEAAAAxMxwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AECAAgAAAAyCrgL6wQBAAAANTMIAAAAMgpMCesEAQAAADQzCAAAADIK4AbrBAEAAAAzMwgAAAAyCncE7wQBAAAAMjMIAAAAMgoOAuQEAQAAADEzHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAObA9HfvwPR3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKWAvIAwEAAABYMwgAAAAyCuwIyAMBAAAAWDMIAAAAMgqABsgDAQAAAFgzCAAAADIKFwTIAwEAAABYMwgAAAAyCq4ByAMBAAAAWDMcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgqABkIAAQAAAFgzCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAIAAAABAAAAAAAwAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

Mientras que el vector de medias con trece datos completados por la regresión en *X2* es:

![](data:image/x-wmf;base64,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)

El efecto que causa en la *matriz de varianzas* y *covarianzas* y *matriz de correlaciones*, el completar 5% de datos faltantes en una matriz de tamaño 50, por medio de la imputación por media y regresión, se presenta en el Cuadro 4.19.

|  |  |
| --- | --- |
| **CUADRO 4.19**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias independientes con distribución Exponencial**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.852 |  |  |  |  | | *X*2 | -0.355 | 3.437 |  |  |  | | *X*3 | 0.249 | -0.651 | 6.516 |  |  | | *X*4 | -0.164 | 0.072 | -0.517 | 4.472 |  | | *X*5 | -0.124 | 0.309 | -0.189 | -0.225 | 3.241 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.141 | 1.000 |  |  |  | | *X*3 | 0.072 | -0.138 | 1.000 |  |  | | *X*4 | -0.057 | 0.018 | -0.096 | 1.000 |  | | *X*5 | -0.050 | 0.092 | -0.041 | -0.059 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **26% Datos Completados por Media en “*Variable*** *X****2*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.852 |  |  |  |  | | *X*2 | -0.356 | 2.828 |  |  |  | | *X*3 | 0.249 | -0.578 | 6.516 |  |  | | *X*4 | -0.164 | -0.265 | -0.517 | 4.472 |  | | *X*5 | -0.124 | 0.603 | -0.189 | -0.225 | 3.241 | | **Matriz de Correlaciones**  **26% Datos Completados por Media en “*Variable*** *X****2*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.155 | 1.000 |  |  |  | | *X*3 | 0.072 | -0.135 | 1.000 |  |  | | *X*4 | -0.057 | -0.075 | -0.096 | 1.000 |  | | *X*5 | -0.050 | 0.199 | -0.041 | -0.059 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **26% Datos Completados por Regresión en “*Variable*** *X****2*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.852 |  |  |  |  | | *X*2 | -0.560 | 3.011 |  |  |  | | *X*3 | 0.249 | -0.657 | 6.516 |  |  | | *X*4 | -0.164 | -0.597 | -0.517 | 4.472 |  | | *X*5 | -0.124 | 0.901 | -0.189 | -0.225 | 3.241 | | **Matriz de Correlaciones**  **26% Datos Completados por Regresión en “*Variable*** *X****2*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | -0.237 | 1.000 |  |  |  | | *X*3 | 0.072 | -0.148 | 1.000 |  |  | | *X*4 | -0.057 | -0.163 | -0.096 | 1.000 |  | | *X*5 | -0.050 | 0.289 | -0.041 | -0.059 | 1.000 | |

**Elaborado por**: G. Cuenca

**4.3 Matrices de Datos con variables aleatorias dependientes**

En esta sección se realiza la comparación de los Métodos de Imputación, utilizando matrices de datos con variables aleatorias dependientes, con las distribuciones Normal, Poisson y Exponencial.

**4.3.1 Distribución Normal: *Trece datos faltantes* en una sola variable (5% de la matriz), tamaño de muestra n=50**

Se tiene una matriz de datos cuyas columnas son muestras tomadas de cinco poblaciones todas ellas Normal, dependientes e idénticamente distribuidas, con parámetros ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAACBCArl5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKAAFAAAEAAABteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAD/////AQAAAAAAMAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=10 y ![](data:image/x-wmf;base64,183GmgAAAAAAACACAAICCQAAAAAzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIK9ABjAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAIcDCpjmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABHAABAAAAc3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAAAAAAEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)=1, ![](data:image/x-wmf;base64,183GmgAAAAAAAIAGQAIACQAAAADRWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIK4AHNBQEAAAA1eQgAAAAyCuABSQUBAAAAeHkIAAAAMgrgAVYEAgAAADUwHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAObA9HfvwPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKgAHgAgEAAABNMBwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAACAFCmTmwPR378D0dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABkAEBAAAAzjAcAAAA+wKA/gAAAAAAALwCAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAUAAAQAAANcwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAAAAAABAAAAAAAwAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), *i= 1,2,....50*  y *j= 1,2,3*,*4,5* y se supone que tiene el 5% de datos faltantes, es decir trece datos, los que recayeron en la variable *X*3 y son: el *X*2,3=9.010, *X*5,3=11.221, *X*6,3=10.102, *X*9,3=9.927, *X*11,3=10.718, *X*17,3=11.504, *X*21,3=12.263, *X*23,3=10.329, *X*29,3=10.655, *X*32,3=9.547, *X*37,3=9.509, *X*41,3=9.189 y el *X*46,3=9.549 . Nótese que el 5% de datos faltantes en la matriz, constituye 26% de datos faltantes en la columna que corresponde a *X*3.(Ver Tabla 4.21)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.21**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Normal (10, 1)**  Tamaño de muestra n=50 | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 10.795 | 10.399 | 10.777 | 10.610 | 11.217 |
| 9.866 | 9.975 | **9.010** | 9.863 | 10.929 |
| 7.841 | 7.267 | 8.513 | 8.214 | 8.712 |
| 11.869 | 10.340 | 11.380 | 10.312 | 11.007 |
| 10.350 | 12.547 | **11.221** | 10.324 | 10.532 |
| 9.299 | 10.392 | **10.102** | 10.320 | 9.449 |
| 10.534 | 9.264 | 10.164 | 9.067 | 9.447 |
| 10.325 | 11.979 | 11.486 | 10.526 | 11.554 |
| 10.288 | 10.920 | **9.927** | 9.554 | 11.840 |
| 9.232 | 9.984 | 10.538 | 9.633 | 9.045 |
| 11.463 | 10.285 | **10.718** | 9.156 | 9.243 |
| 9.427 | 10.861 | 9.573 | 9.717 | 8.939 |
| 10.678 | 9.843 | 10.905 | 10.302 | 9.628 |
| 9.580 | 9.948 | 9.478 | 10.324 | 9.885 |
| 9.714 | 9.214 | 9.334 | 10.042 | 9.996 |
| 8.282 | 8.433 | 9.356 | 9.677 | 8.955 |
| 11.562 | 10.166 | **11.504** | 10.953 | 10.491 |
| 9.588 | 10.713 | 10.476 | 11.278 | 11.123 |
| 9.649 | 10.292 | 9.565 | 10.365 | 9.811 |
| 10.100 | 10.191 | 9.732 | 10.977 | 9.444 |
| 12.278 | 11.190 | **12.263** | 10.723 | 11.435 |
| 9.723 | 11.318 | 11.123 | 11.680 | 10.760 |
| 10.240 | 9.289 | **10.329** | 9.904 | 9.946 |
| 9.526 | 9.516 | 11.707 | 10.888 | 10.849 |
| 9.059 | 9.980 | 8.240 | 10.071 | 10.326 |
| 8.777 | 9.674 | 9.730 | 10.410 | 9.548 |
| 10.328 | 10.406 | 10.584 | 10.678 | 10.698 |
| 10.047 | 9.038 | 9.562 | 9.427 | 9.446 |
| 10.290 | 9.460 | **10.655** | 9.544 | 9.785 |
| 9.312 | 10.242 | 9.415 | 10.194 | 9.982 |
| 9.330 | 8.964 | 9.607 | 9.561 | 9.740 |
| 9.819 | 9.472 | **9.547** | 9.324 | 9.188 |
| 9.774 | 9.301 | 10.327 | 10.016 | 9.132 |
| 9.706 | 9.902 | 10.165 | 10.196 | 10.329 |
| 9.645 | 9.857 | 10.916 | 10.587 | 9.147 |
| 11.296 | 11.196 | 10.420 | 10.252 | 10.928 |
| 9.854 | 9.483 | **9.509** | 9.731 | 10.447 |
| 9.163 | 9.153 | 11.430 | 10.506 | 10.708 |
| 9.435 | 9.901 | 9.737 | 10.184 | 10.011 |
| 10.232 | 9.714 | 9.208 | 9.834 | 9.961 |
| 9.658 | 8.187 | **9.189** | 8.847 | 9.840 |
| 9.695 | 9.276 | 10.903 | 10.868 | 10.161 |
| 11.174 | 12.345 | 11.321 | 11.366 | 11.804 |
| 9.630 | 11.485 | 11.574 | 12.158 | 11.666 |
| 9.131 | 10.067 | 9.754 | 9.340 | 9.765 |
| 10.164 | 9.141 | **9.549** | 9.524 | 10.820 |
| 9.455 | 10.444 | 9.792 | 10.016 | 10.999 |
| 10.790 | 9.637 | 9.035 | 9.795 | 9.584 |
| 11.428 | 10.079 | 11.551 | 10.164 | 10.742 |
| 10.463 | 9.852 | 9.813 | 9.842 | 10.429 |

El vector de medias de los datos originales es:
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**Método de Eliminación por Filas**

Debido a que los datos faltantes recayeron en la variable *X*3 y son: el *X*2,3=9.010, *X*5,3=11.221, *X*6,3=10.102, *X*9,3=9.927, *X*11,3=10.718, *X*17,3=11.504, *X*21,3=12.263, *X*23,3=10.329, *X*29,3=10.655, *X*32,3=9.547, *X*37,3=9.509, *X*41,3=9.189 y el *X*46,3=9.549, se procede a prescindir de las filas que tienen estos valores “faltantes”, donde la matriz de datos resultante con filas eliminadas se muestra en la Tabla 4.22.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.22**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Normal (10, 1)**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz  **Matriz de datos con trece filas eliminadas** | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 10.795 | 10.399 | 10.777 | 10.610 | 11.217 |
| 7.841 | 7.267 | 8.513 | 8.214 | 8.712 |
| 11.869 | 10.340 | 11.380 | 10.312 | 11.007 |
| 10.534 | 9.264 | 10.164 | 9.067 | 9.447 |
| 10.325 | 11.979 | 11.486 | 10.526 | 11.554 |
| 9.232 | 9.984 | 10.538 | 9.633 | 9.045 |
| 9.427 | 10.861 | 9.573 | 9.717 | 8.939 |
| 10.678 | 9.843 | 10.905 | 10.302 | 9.628 |
| 9.580 | 9.948 | 9.478 | 10.324 | 9.885 |
| 9.714 | 9.214 | 9.334 | 10.042 | 9.996 |
| 8.282 | 8.433 | 9.356 | 9.677 | 8.955 |
| 9.588 | 10.713 | 10.476 | 11.278 | 11.123 |
| 9.649 | 10.292 | 9.565 | 10.365 | 9.811 |
| 10.100 | 10.191 | 9.732 | 10.977 | 9.444 |
| 9.723 | 11.318 | 11.123 | 11.680 | 10.760 |
| 9.526 | 9.516 | 11.707 | 10.888 | 10.849 |
| 9.059 | 9.980 | 8.240 | 10.071 | 10.326 |
| 8.777 | 9.674 | 9.730 | 10.410 | 9.548 |
| 10.328 | 10.406 | 10.584 | 10.678 | 10.698 |
| 10.047 | 9.038 | 9.562 | 9.427 | 9.446 |
| 9.312 | 10.242 | 9.415 | 10.194 | 9.982 |
| 9.330 | 8.964 | 9.607 | 9.561 | 9.740 |
| 9.774 | 9.301 | 10.327 | 10.016 | 9.132 |
| 9.706 | 9.902 | 10.165 | 10.196 | 10.329 |
| 9.645 | 9.857 | 10.916 | 10.587 | 9.147 |
| 11.296 | 11.196 | 10.420 | 10.252 | 10.928 |
| 9.163 | 9.153 | 11.430 | 10.506 | 10.708 |
| 9.435 | 9.901 | 9.737 | 10.184 | 10.011 |
| 10.232 | 9.714 | 9.208 | 9.834 | 9.961 |
| 9.695 | 9.276 | 10.903 | 10.868 | 10.161 |
| 11.174 | 12.345 | 11.321 | 11.366 | 11.804 |
| 9.630 | 11.485 | 11.574 | 12.158 | 11.666 |
| 9.131 | 10.067 | 9.754 | 9.340 | 9.765 |
| 9.455 | 10.444 | 9.792 | 10.016 | 10.999 |
| 10.790 | 9.637 | 9.035 | 9.795 | 9.584 |
| 11.428 | 10.079 | 11.551 | 10.164 | 10.742 |
| 10.463 | 9.852 | 9.813 | 9.842 | 10.429 |

**Elaborado por**: G. Cuenca

El vector de medias para las treinta y siete filas restantes es:
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El vector de medias de los datos originales y de los datos con filas eliminadas no coincide.

Ahora analicemos en el Cuadro 4.20, el efecto que causa en la *matriz de varianzas y covarianzas*, y *matriz de correlaciones*, la eliminación de trece filas, con un tamaño de muestra *n*=50.

|  |  |
| --- | --- |
| **CUADRO 4.20**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10, 1)**  **Método de Eliminación por Filas**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.758 |  |  |  |  | | *X*2 | 0.387 | 0.953 |  |  |  | | *X*3 | 0.439 | 0.465 | 0.828 |  |  | | *X*4 | 0.135 | 0.439 | 0.396 | 0.517 |  | | *X*5 | 0.317 | 0.483 | 0.363 | 0.327 | 0.668 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.455 | 1.000 |  |  |  | | *X*3 | 0.554 | 0.524 | 1.000 |  |  | | *X*4 | 0.215 | 0.625 | 0.606 | 1.000 |  | | *X*5 | 0.445 | 0.606 | 0.488 | 0.556 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **(Trece Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.711 |  |  |  |  | | *X*2 | 0.399 | 0.898 |  |  |  | | *X*3 | 0.357 | 0.414 | 0.812 |  |  | | *X*4 | 0.163 | 0.470 | 0.411 | 0.533 |  | | *X*5 | 0.338 | 0.540 | 0.445 | 0.401 | 0.678 | | **Matriz de Correlaciones**  **(Trece Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.499 | 1.000 |  |  |  | | *X*3 | 0.470 | 0.484 | 1.000 |  |  | | *X*4 | 0.266 | 0.680 | 0.625 | 1.000 |  | | *X*5 | 0.487 | 0.693 | 0.600 | 0.667 | 1.000 | |

**Elaborado por**: G. Cuenca

Se puede apreciar que la mayor covarianza en la matriz de datos originales se da entre las variables *X2*  y *X5* es decir 0.483; mientras que en la matriz con tres filas eliminadas este valor aumenta a 0.540.

En la matriz de correlaciones de datos originales, la mayor correlación se da entre las variables *X2* y *X4*, es decir 0.625, cuyo valor se incrementa a 0.680 en la matriz de correlaciones con trece filas eliminadas. Se puede apreciar también que la mayor correlación en la matriz de datos con trece filas eliminadas se da entre las variables *X2* y*X5*, es decir 0.693. En general, se puede decir que las variables tienen una correlación fuerte.

También se realiza el análisis de la variable que presenta datos faltantes, en este caso la variable *X*3. (Ver Cuadro 4.21)

|  |  |
| --- | --- |
| **CUADRO 4.21**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Eliminación por Filas**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****3*”** | |
| **Estimadores**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 26% de datos eliminadas en X3** | | n | | 50 | 37 | | Media | | 10,214 | 10,194 | | Mediana | | 10,133 | 10,164 | | Moda | | 8,240 | 8,240 | | Varianza | | 0,828 | 0,812 | | Desviación Estándar | | 0,910 | 0,901 | | Error Estándar | | 0,129 | 0,148 | | **Coeficiente de Asimetría** | | 0,173 | -0,012 | | Curtosis | | -0,639 | -0,759 | | Rango | | 4,020 | 3,470 | | Mínimo | | 8,240 | 8,240 | | Máximo | | 12,260 | 11,710 | | Percentiles | 25 | 9,549 | 9,564 | | 50 | 10,133 | 10,164 | | 75 | 10,907 | 10,911 | | **Diagrama de Cajas** |

**Elaborado por**: G. Cuenca

En el Cuadro 4.21, podemos apreciar que con el 26% de datos eliminados en la tercera columna de la matriz de datos (Variable *X****3*)**, el valor de la media aumentó de 10.214 a 10.194 , la varianza disminuyó de 0.828 a 0.812.

**Método de Imputación por la Media y Regresión**

A continuación se aplica el método de imputación por media y regresión a la misma matriz de datos utilizada en el método de eliminación por filas, es decir se completan datos en la variable *X*3 que presenta trece valores faltantes que son: el *X*2,3=9.010, *X*5,3=11.221, *X*6,3=10.102, *X*9,3=9.927, *X*11,3=10.718, *X*17,3=11.504, *X*21,3=12.263, *X*23,3=10.329, *X*29,3=10.655, *X*32,3=9.547, *X*37,3=9.509, *X*41,3=9.189 y el *X*46,3=9.549.

Por medio del *Método de Imputación por Media*, se procede a calcular la media aritmética de la variable *X3* con los trece datos faltantes, cuyo valor es 10.194, entonces reemplazamos en *X*2,3, *X*5,3, *X*6,3, *X*9,3, *X*11,3, *X*17,3, *X*21,3, *X*23,3, *X*29,3, *X*32,3, *X*37,3, *X*41,3 y en *X*46,3.

La matriz de datos resultante con trece valores completados por *imputación por la media* y *regresión* en la variable *X3* se muestra en la Tabla 4.23 y 4.24 respectivamente.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.23**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Normal (10, 1)**  **Método de Imputación por la Media**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 10.795 | 10.399 | 10.777 | 10.610 | 11.217 |
| 9.866 | 9.975 | **10.194** | 9.863 | 10.929 |
| 7.841 | 7.267 | 8.513 | 8.214 | 8.712 |
| 11.869 | 10.340 | 11.380 | 10.312 | 11.007 |
| 10.350 | 12.547 | **10.194** | 10.324 | 10.532 |
| 9.299 | 10.392 | **10.194** | 10.320 | 9.449 |
| 10.534 | 9.264 | 10.164 | 9.067 | 9.447 |
| 10.325 | 11.979 | 11.486 | 10.526 | 11.554 |
| 10.288 | 10.920 | **10.194** | 9.554 | 11.840 |
| 9.232 | 9.984 | 10.538 | 9.633 | 9.045 |
| 11.463 | 10.285 | **10.194** | 9.156 | 9.243 |
| 9.427 | 10.861 | 9.573 | 9.717 | 8.939 |
| 10.678 | 9.843 | 10.905 | 10.302 | 9.628 |
| 9.580 | 9.948 | 9.478 | 10.324 | 9.885 |
| 9.714 | 9.214 | 9.334 | 10.042 | 9.996 |
| 8.282 | 8.433 | 9.356 | 9.677 | 8.955 |
| 11.562 | 10.166 | **10.194** | 10.953 | 10.491 |
| 9.588 | 10.713 | 10.476 | 11.278 | 11.123 |
| 9.649 | 10.292 | 9.565 | 10.365 | 9.811 |
| 10.100 | 10.191 | 9.732 | 10.977 | 9.444 |
| 12.278 | 11.190 | **10.194** | 10.723 | 11.435 |
| 9.723 | 11.318 | 11.123 | 11.680 | 10.760 |
| 10.240 | 9.289 | **10.194** | 9.904 | 9.946 |
| 9.526 | 9.516 | 11.707 | 10.888 | 10.849 |
| 9.059 | 9.980 | 8.240 | 10.071 | 10.326 |
| 8.777 | 9.674 | 9.730 | 10.410 | 9.548 |
| 10.328 | 10.406 | 10.584 | 10.678 | 10.698 |
| 10.047 | 9.038 | 9.562 | 9.427 | 9.446 |
| 10.290 | 9.460 | **10.194** | 9.544 | 9.785 |
| 9.312 | 10.242 | 9.415 | 10.194 | 9.982 |
| 9.330 | 8.964 | 9.607 | 9.561 | 9.740 |
| 9.819 | 9.472 | **10.194** | 9.324 | 9.188 |
| 9.774 | 9.301 | 10.327 | 10.016 | 9.132 |
| 9.706 | 9.902 | 10.165 | 10.196 | 10.329 |
| 9.645 | 9.857 | 10.916 | 10.587 | 9.147 |
| 11.296 | 11.196 | 10.420 | 10.252 | 10.928 |
| 9.854 | 9.483 | **10.194** | 9.731 | 10.447 |
| 9.163 | 9.153 | 11.430 | 10.506 | 10.708 |
| 9.435 | 9.901 | 9.737 | 10.184 | 10.011 |
| 10.232 | 9.714 | 9.208 | 9.834 | 9.961 |
| 9.658 | 8.187 | **10.194** | 8.847 | 9.840 |
| 9.695 | 9.276 | 10.903 | 10.868 | 10.161 |
| 11.174 | 12.345 | 11.321 | 11.366 | 11.804 |
| 9.630 | 11.485 | 11.574 | 12.158 | 11.666 |
| 9.131 | 10.067 | 9.754 | 9.340 | 9.765 |
| 10.164 | 9.141 | **10.194** | 9.524 | 10.820 |
| 9.455 | 10.444 | 9.792 | 10.016 | 10.999 |
| 10.790 | 9.637 | 9.035 | 9.795 | 9.584 |
| 11.428 | 10.079 | 11.551 | 10.164 | 10.742 |
| 10.463 | 9.852 | 9.813 | 9.842 | 10.429 |
| **Tabla 4.24**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Normal (10, 1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 10.795 | 10.399 | 10.777 | 10.610 | 11.217 |
| 9.866 | 9.975 | **9.110** | 9.863 | 10.929 |
| 7.841 | 7.267 | 8.513 | 8.214 | 8.712 |
| 11.869 | 10.340 | 11.380 | 10.312 | 11.007 |
| 10.350 | 12.547 | **11.215** | 10.324 | 10.532 |
| 9.299 | 10.392 | **10.112** | 10.320 | 9.449 |
| 10.534 | 9.264 | 10.164 | 9.067 | 9.447 |
| 10.325 | 11.979 | 11.486 | 10.526 | 11.554 |
| 10.288 | 10.920 | **9.953** | 9.554 | 11.840 |
| 9.232 | 9.984 | 10.538 | 9.633 | 9.045 |
| 11.463 | 10.285 | **10.709** | 9.156 | 9.243 |
| 9.427 | 10.861 | 9.573 | 9.717 | 8.939 |
| 10.678 | 9.843 | 10.905 | 10.302 | 9.628 |
| 9.580 | 9.948 | 9.478 | 10.324 | 9.885 |
| 9.714 | 9.214 | 9.334 | 10.042 | 9.996 |
| 8.282 | 8.433 | 9.356 | 9.677 | 8.955 |
| 11.562 | 10.166 | **11.510** | 10.953 | 10.491 |
| 9.588 | 10.713 | 10.476 | 11.278 | 11.123 |
| 9.649 | 10.292 | 9.565 | 10.365 | 9.811 |
| 10.100 | 10.191 | 9.732 | 10.977 | 9.444 |
| 12.278 | 11.190 | **12.253** | 10.723 | 11.435 |
| 9.723 | 11.318 | 11.123 | 11.680 | 10.760 |
| 10.240 | 9.289 | **10.333** | 9.904 | 9.946 |
| 9.526 | 9.516 | 11.707 | 10.888 | 10.849 |
| 9.059 | 9.980 | 8.240 | 10.071 | 10.326 |
| 8.777 | 9.674 | 9.730 | 10.410 | 9.548 |
| 10.328 | 10.406 | 10.584 | 10.678 | 10.698 |
| 10.047 | 9.038 | 9.562 | 9.427 | 9.446 |
| 10.290 | 9.460 | **10.652** | 9.544 | 9.785 |
| 9.312 | 10.242 | 9.415 | 10.194 | 9.982 |
| 9.330 | 8.964 | 9.607 | 9.561 | 9.740 |
| 9.819 | 9.472 | **9.545** | 9.324 | 9.188 |
| 9.774 | 9.301 | 10.327 | 10.016 | 9.132 |
| 9.706 | 9.902 | 10.165 | 10.196 | 10.329 |
| 9.645 | 9.857 | 10.916 | 10.587 | 9.147 |
| 11.296 | 11.196 | 10.420 | 10.252 | 10.928 |
| 9.854 | 9.483 | **9.507** | 9.731 | 10.447 |
| 9.163 | 9.153 | 11.430 | 10.506 | 10.708 |
| 9.435 | 9.901 | 9.737 | 10.184 | 10.011 |
| 10.232 | 9.714 | 9.208 | 9.834 | 9.961 |
| 9.658 | 8.187 | **9.181** | 8.847 | 9.840 |
| 9.695 | 9.276 | 10.903 | 10.868 | 10.161 |
| 11.174 | 12.345 | 11.321 | 11.366 | 11.804 |
| 9.630 | 11.485 | 11.574 | 12.158 | 11.666 |
| 9.131 | 10.067 | 9.754 | 9.340 | 9.765 |
| 10.164 | 9.141 | **9.539** | 9.524 | 10.820 |
| 9.455 | 10.444 | 9.792 | 10.016 | 10.999 |
| 10.790 | 9.637 | 9.035 | 9.795 | 9.584 |
| 11.428 | 10.079 | 11.551 | 10.164 | 10.742 |
| 10.463 | 9.852 | 9.813 | 9.842 | 10.429 |

|  |
| --- |
| **Tabla 4.25**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz |
| ***26% de datos completados en*** *X3* ***por la Media***   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Imputación por Media** | **Error**  **|Dato Observado –**  **Resultado de Imputación por Media|** | | 9.010 | 10.194 | 1,184 | | 11.221 | 10.194 | 1,027 | | 10.102 | 10.194 | 0,092 | | 9.927 | 10.194 | 0,267 | | 10.718 | 10.194 | 0,524 | | 11.504 | 10.194 | 1,310 | | 12.263 | 10.194 | 2,069 | | 10.329 | 10.194 | 0,135 | | 10.655 | 10.194 | 0,461 | | 9.547 | 10.194 | 0,647 | | 9.509 | 10.194 | 0,685 | | 9.189 | 10.194 | 1,005 | | 9.549 | 10.194 | 0,645 | |
| ***26% de datos completados en*** *X3* ***por Regresión***   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción |** | | 9.010 | 9.110 | 0,100 | | 11.221 | 11.215 | 0,006 | | 10.102 | 10.112 | 0,010 | | 9.927 | 9.931 | 0,004 | | 10.718 | 10.709 | 0,009 | | 11.504 | 11.510 | 0,006 | | 12.263 | 12.253 | 0,010 | | 10.329 | 10.333 | 0,004 | | 10.655 | 10.652 | 0,003 | | 9.547 | 9.545 | 0,002 | | 9.509 | 9.507 | 0,002 | | 9.189 | 9.181 | 0,008 | | 9.549 | 9.539 | 0,010 | |

**Elaborado por**: G. Cuenca

Se puede notar, por medio de la Tabla 4.25 que la diferencia en valor absoluto entre el dato observado de cada variable y el resultado de predicción, es menor en el *Método de Imputación por Regresión.*

|  |  |
| --- | --- |
| **CUADRO 4.22**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*2,3=9.010   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 9.980 | 0,970 | | 2 | 9.772 | 0,762 | | 3 | 9.564 | 0,554 | | 4 | 9.321 | 0,311 | | 5 | 9.110 | 0,100 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 9.549 | | Error Estándar | 0.155 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.539 | | Error Estándar | 0.155 | |

**Elaborado por**: G. Cuenca

En el Cuadro 4.22, se puede ver que el primer resultado de predicción es 9.980 ± 0.155, y el último es 9.110 ± 0.155, donde la media de los resultados de predicción es 9.549 ± 0.155.

|  |  |
| --- | --- |
| **CUADRO 4.23**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*5,3=11.221   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 12.550 | 1,329 | | 2 | 12.115 | 0,894 | | 3 | 11.731 | 0,510 | | 4 | 11.416 | 0,195 | | 5 | 11.215 | 0,006 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 11.805 | | Error Estándar | 0.240 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.587 | | Error Estándar | 0.239 | |

**Elaborado por**: G. Cuenca

En el Cuadro 4.23, se puede ver que el primer dato resultado de predicción es 12.550 ± 0.240, y el último es 11.215 ± 0.240, donde la media de los resultados de predicción es 11.805 ± 0.240 y la media del error de predicción es 0.587 ± 0.240.

|  |  |
| --- | --- |
| **CUADRO 4.24**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*6,3=10.102   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 10.390 | 0,288 | | 2 | 10.305 | 0,203 | | 3 | 10.252 | 0,150 | | 4 | 10.221 | 0,119 | | 5 | 10.112 | 0,010 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 10.256 | | Error Estándar | 0.046 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.154 | | Error Estándar | 0.046 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.24, nos muestra que el primer resultado de predicción es 10.390 ± 0.046, y el último es 10.112 ± 0.046, donde la media de los resultados de predicción es 10.256 ± 0.046 y la media del error de predicción es 0.154 ± 0.046.

|  |  |
| --- | --- |
| **CUADRO 4.25**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*9,3=9.927   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 10.541 | 0,614 | | 2 | 10.356 | 0,429 | | 3 | 10.112 | 0,185 | | 4 | 10.005 | 0,078 | | 5 | 9.931 | 0,004 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 10.189 | | Error Estándar | 0.114 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.262 | | Error Estándar | 0.114 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.25, nos muestra que el primer resultado de predicción es 10.541 ± 0.114, y el último es 9.931 ± 0.114, donde la media de los resultados de predicción es 10.189 ± 0.114 y la media del error de predicción es 0.262 ± 0.114.

|  |  |
| --- | --- |
| **CUADRO 4.26**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*11,3=10.718   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 10.290 | 0,428 | | 2 | 10.441 | 0,277 | | 3 | 10.563 | 0,155 | | 4 | 10.685 | 0,033 | | 5 | 10.709 | 0,009 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 10.538 | | Error Estándar | 0.078 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.184 | | Error Estándar | 0.078 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.26, nos muestra que el primer resultado de predicción es 10.290 ± 0.078, y el último es 10.709 ± 0.078, donde la media de los resultados de predicción es 10.538 ± 0.078 y la media del error de predicción es 0.184 ± 0.078.

|  |  |
| --- | --- |
| **CUADRO 4.27**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*17,3=11.504   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 11.835 | 0,331 | | 2 | 11.752 | 0,248 | | 3 | 11.631 | 0,127 | | 4 | 11.563 | 0,059 | | 5 | 11.510 | 0,006 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 11.658 | | Error Estándar | 0.060 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.154 | | Error Estándar | 0.060 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.27, nos muestra que el primer resultado de predicción es 11.835 ± 0.060, y el último es 11.510 ± 0.060, donde la media de los resultados de predicción es 11.658 ± 0.060 y la media del error de predicción es 0.154 ± 0.060.

|  |  |
| --- | --- |
| **CUADRO 4.28**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*21,3=12.263   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 11.630 | 0,633 | | 2 | 11.780 | 0,483 | | 3 | 11.852 | 0,411 | | 4 | 11.991 | 0,272 | | 5 | 12.253 | 0,010 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 11.901 | | Error Estándar | 0.105 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.362 | | Error Estándar | 0.105 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.28, nos muestra que el primer resultado de predicción es 11.630 ± 0.150, y el último es 12.253 ± 0.150, donde la media de los resultados de predicción es 11.901 ± 0.150 y la media del error de predicción es 0.362 ± 0.0105.

|  |  |
| --- | --- |
| **CUADRO 4.29**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*23,3=10.329   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 10.532 | 0,203 | | 2 | 10.451 | 0,122 | | 3 | 10.410 | 0,081 | | 4 | 10.365 | 0,036 | | 5 | 10.333 | 0,004 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 10.418 | | Error Estándar | 0.035 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.089 | | Error Estándar | 0.035 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.29, nos muestra que el primer resultado de predicción es 10.532 ± 0.035, y el último es 10.333 ± 0.035, donde la media de los resultados de predicción es 10.418 ± 0.035 y la media del error de predicción es 0.089 ± 0.035.

|  |  |
| --- | --- |
| **CUADRO 4.30**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*29,3=10.655   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 10.525 | 0,130 | | 2 | 10.573 | 0,082 | | 3 | 10.610 | 0,045 | | 4 | 10.630 | 0,025 | | 5 | 10.652 | 0,003 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 10.598 | | Error Estándar | 0.022 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.026 | | Error Estándar | 0.022 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.30, nos muestra que el primer resultado de predicción es 10.525 ± 0.022, y el último es 10.652 ± 0.022, donde la media de los resultados de predicción es 10.598 ± 0.022 y la media del error de predicción es 0.026 ± 0.022.

|  |  |
| --- | --- |
| **CUADRO 4.31**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*32,3=9.547   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 9.470 | 0,077 | | 2 | 9.493 | 0,054 | | 3 | 9.515 | 0,032 | | 4 | 9.532 | 0,015 | | 5 | 9.545 | 0,002 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 9.511 | | Error Estándar | 0.013 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.036 | | Error Estándar | 0.013 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.31, nos muestra que el primer resultado de predicción es 9.470 ± 0.013, y el último es 9.545 ± 0.013, donde la media de los resultados de predicción es 9.511 ± 0.013 y la media del error de predicción es 0.036 ± 0.013.

|  |  |
| --- | --- |
| **CUADRO 4.32**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*37,3=9.509   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 9.480 | 0,029 | | 2 | 9.489 | 0,020 | | 3 | 9.495 | 0,014 | | 4 | 9.501 | 0,008 | | 5 | 9.507 | 0,002 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 9.494 | | Error Estándar | 0.005 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.015 | | Error Estándar | 0.005 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.32, nos muestra que el primer resultado de predicción es 9.480 ± 0.005, y el último es 9.507 ± 0.005, donde la media de los resultados de predicción es 9.494 ± 0.005 y la media del error de predicción es 0.015±0.005.

|  |  |
| --- | --- |
| **CUADRO 4.33**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*41,3=9.189   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 8.790 | 0,399 | | 2 | 8.832 | 0,357 | | 3 | 8.951 | 0,238 | | 4 | 9.011 | 0,178 | | 5 | 9.181 | 0,008 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 8.953 | | Error Estándar | 0.069 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.236 | | Error Estándar | 0.069 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.33, nos muestra que el primer resultado de predicción es 8.790 ± 0.399, y el último es 9.181 ± 0.399, donde la media de los resultados de predicción es 8.953 ± 0.069 y la media del error de predicción es 0.253 ± 0.069.

|  |  |
| --- | --- |
| **CUADRO 4.34**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Imputaciones sucesivas para** *X*46,3=9.549   |  |  |  | | --- | --- | --- | | **Iteración** | **Resultado de**  **Predicción** | **Error**  **| Dato Observado – Resultado de Predicción |** | | 1 | 9.140 | 0,409 | | 2 | 9.326 | 0,223 | | 3 | 9.473 | 0,076 | | 4 | 9.516 | 0,033 | | 5 | 9.539 | 0,010 | | |
| **Distribución del Resultado de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Resultado de Predicción** | | Número de Iteración | 5 | | Media | 9.399 | | Error Estándar | 0.075 | | **Distribución del Error de Predicción**     |  |  | | --- | --- | | **Estimadores** | **Error de Predicción** | | Número de Iteración | 5 | | Media | 0.150 | | Error Estándar | 0.075 | |

**Elaborado por**: G. Cuenca

El Cuadro 4.34, nos muestra que el primer resultado de predicción es 9.140 ± 0.075, y el último es 9.539 ± 0.075, donde la media de los datos de predicción es 9.399 ± 0.075 y la media del error de predicción es 0.150 ± 0.075. Todos los resultados de predicción de los cuadros anteriores, tienden al dato observado.

|  |  |
| --- | --- |
| **CUADRO 4.35**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****3*”** | |
| **Estimadores**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 50 | 37 | 50 | 50 | | Media | | 10,214 | 10,194 | 10,194 | 10,216 | | Mediana | | 10,133 | 10,164 | 10,194 | 10,138 | | Moda | | 8,240 | 8,240 | 10,190 | 8,240 | | Varianza | | 0,828 | 0,812 | 0,597 | 0,823 | | Desviación Estándar | | 0,910 | 0,901 | 0,773 | 0,907 | | Error Estándar | | 0,129 | 0,148 | 0,109 | 0,128 | | **Coeficiente de Asimetría** | | 0,173 | -0,012 | -0,013 | 0,175 | | Curtosis | | -0,639 | -0,759 | 0,074 | -0,638 | | Rango | | 4,020 | 3,470 | 3,470 | 4,010 | | Mínimo | | 8,240 | 8,240 | 8,240 | 8,240 | | Máximo | | 12,260 | 11,710 | 11,710 | 12,250 | | Percentiles | 25 | 9,549 | 9,564 | 9,699 | 9,544 | | 50 | 10,133 | 10,164 | 10,194 | 10,138 | | 75 | 10,907 | 10,915 | 10,6322 | 10,908 | | **Diagrama de Cajas** |

**Elaborado por**: G. Cuenca

Al realizar la imputación por la media y regresión se obtuvieron los siguientes resultados (Ver Cuadro 4.35):

El valor de la media de los “datos completados” por *la media* disminuye. comparándolo con los “datos originales” y completados por *regresión.*

El valor de la varianza de los “datos completados” por la *media* disminuye de 0.828 a 0.597, mientras que en los “datos completados” por regresión este valor se incrementa a 0.823, comparándolo con el valor anterior y es muy cercano al valor de la varianza de los datos originales.

El vector de medias con trece datos completados por la media en *X3* es:
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Mientras que el vector de medias con trece datos completados por la regresión en *X3* es:
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El efecto que causa en la *matriz de varianzas* *y covarianzas* y *matriz de correlaciones*, el completar 5% de datos faltantes en una matriz de tamaño 50, por medio de la *imputación por media y regresión*, se presenta en el Cuadro 4.36.

|  |  |
| --- | --- |
| **CUADRO 4.36**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Normal (10,1)**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=50 y 5% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.758 |  |  |  |  | | *X*2 | 0.387 | 0.953 |  |  |  | | *X*3 | 0.439 | 0.465 | 0.828 |  |  | | *X*4 | 0.135 | 0.439 | 0.396 | 0.517 |  | | *X*5 | 0.317 | 0.483 | 0.363 | 0.327 | 0.668 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.455 | 1.000 |  |  |  | | *X*3 | 0.554 | 0.524 | 1.000 |  |  | | *X*4 | 0.215 | 0.625 | 0.606 | 1.000 |  | | *X*5 | 0.445 | 0.606 | 0.488 | 0.556 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **26% Datos Completados por Media en “*Variable*** *X****3*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.758 |  |  |  |  | | *X*2 | 0.387 | 0.953 |  |  |  | | *X*3 | 0.262 | 0.304 | 0.597 |  |  | | *X*4 | 0.135 | 0.439 | 0.302 | 0.517 |  | | *X*5 | 0.317 | 0.483 | 0.327 | 0.327 | 0.668 | | **Matriz de Correlaciones**  **26% Datos Completados por Media en “*Variable*** *X****3*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.455 | 1.000 |  |  |  | | *X*3 | 0.390 | 0.403 | 1.000 |  |  | | *X*4 | 0.215 | 0.625 | 0.544 | 1.000 |  | | *X*5 | 0.445 | 0.606 | 0.518 | 0.556 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **26% Datos Completados por Regresión en “*Variable*** *X****3*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 0.758 |  |  |  |  | | *X*2 | 0.387 | 0.953 |  |  |  | | *X*3 | 0.438 | 0.466 | 0.823 |  |  | | *X*4 | 0.135 | 0.439 | 0.396 | 0.517 |  | | *X*5 | 0.317 | 0.483 | 0.365 | 0.327 | 0.668 | | **Matriz de Correlaciones**  **26% Datos Completados por Regresiòn en “*Variable*** *X****3*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.455 | 1.000 |  |  |  | | *X*3 | 0.554 | 0.526 | 1.000 |  |  | | *X*4 | 0.215 | 0.625 | 0.607 | 1.000 |  | | *X*5 | 0.445 | 0.606 | 0.493 | 0.556 | 1.000 | |

**Elaborado por**: G. Cuenca

Analizando el Cuadro 4.36 se puede notar que la covarianza entre *X2*  y *X3* disminuye de 0.465 a 0.304 en la matriz con 26% de “datos completados” por la media en la variable *X3*, así como también la covarianza entre*X3* y *X4*  disminuye 0.396 a 0.302.

En la matriz de varianzas y covarianzas de los datos completados por regresión, el valor de las covarianzas de variable *X3* con las demás variables se incrementa, comparándolo con la matriz de varianzas y covarianzas de los datos completados por la media.

Por otro lado, analizando el efecto que causa en la matriz de correlaciones, podemos apreciar en el Cuadro 4.36 que la mayor correlación se da entre las variables *X2*  y *X4*, es decir 0.625, seguida por 0.606 entre las variables *X2*  y *X5*. En la matriz de correlaciones con 26% de datos completados por la media, la correlación entre *X1*  y *X3* disminuye de 0.554 a 0.390, mientras que en la matriz de datos completados por regresión, este valor es igual al de la matriz de datos originales es decir 0.554.

**4.3.2 Distribución Poisson: *Cincuenta datos faltantes* en una sola variable (10% de la matriz), tamaño de muestra n=100**

Se tiene una matriz de datos cuyas columnas son muestras tomadas de cinco poblaciones todas ellas Poisson, dependientes e idénticamente distribuidas, con parámetro ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEwAECCQAAAACTWwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFABBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAGSAgIAAAAxMBwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAFkICgXmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABhAEBAAAAPTAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAAAmCgqI5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgATQAAQAAAGwwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAEAAAABAAAAAAAwAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAOAGQAIACQAAAACxWgEACQAAAzIBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIK4AErBgEAAAA1eQgAAAAyCuABpwUBAAAAeHkJAAAAMgrgAUQEAwAAADEwMGUcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAeACAQAAAE0wHAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAA4wgKdubA9HfvwPR3AQAAAAAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKgAGQAQEAAADOMBwAAAD7AoD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgDmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAA1zAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAAAAAAEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), *i= 1,2,....100*  y *j= 1,2,3*,*4,5* y se supone que tiene el 10% de datos faltantes, es decir cincuenta datos, los que recayeron en la variable *X*4 y son: el *X*1,1=11, *X*2,1=15, *X*4,1=15, *X*5,1=9, *X*8,1=8, *X*9,1=13, *X*10,1=8, *X*12,1=11, *X*15,1=13, *X*16,1=10, *X*18,1=9, *X*22,1=10, *X*23,1=12, *X*24,1=12, *X*25,1=10, *X*26,1=10, *X*27,1=19, *X*28,1=9, *X*30,1=8, *X*33,1=11, *X*34,1=10, *X*36,1=10, *X*39,1=9, *X*41,1=8, *X*44,1=9, *X*45,1=8, *X*47,1=11, *X*49,1=10, *X*51,1=9, *X*54,1=6, *X*55,1=12, *X*58,1=8, *X*60,1=8, *X*62,1=10, *X*64,1=12, *X*67,1=9, *X*69,1=9, *X*70,1=12, *X*72,1=10, *X*75,1=8, *X*79,1=4, *X*82,1=12, *X*85,1=14, *X*88,1=15, *X*90,1=9, *X*93,1=13, *X*95,1=11, *X*97,1=11, *X*99,1=11 y *X*100,1=8. Nótese que el 10% de datos faltantes en la matriz, constituye 50% de datos faltantes en la columna que corresponde a *X*4.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.26**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Poisson**  Tamaño de muestra n=100 | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 11 | 10 | 9 | **11** | 9 |
| 15 | 16 | 14 | **15** | 14 |
| 9 | 7 | 8 | 6 | 6 |
| 11 | 12 | 13 | **15** | 13 |
| 9 | 9 | 8 | **9** | 9 |
| 10 | 11 | 11 | 12 | 10 |
| 10 | 12 | 11 | 12 | 11 |
| 9 | 9 | 9 | **8** | 9 |
| 13 | 11 | 12 | **13** | 12 |
| 9 | 8 | 9 | **8** | 8 |
| 11 | 13 | 13 | 12 | 11 |
| 11 | 11 | 12 | **11** | 10 |
| 9 | 8 | 10 | 9 | 10 |
| 10 | 12 | 11 | 11 | 9 |
| 13 | 13 | 14 | **13** | 12 |
| 10 | 9 | 11 | **10** | 12 |
| 8 | 8 | 7 | 7 | 8 |
| 8 | 7 | 7 | **9** | 9 |
| 11 | 13 | 12 | 11 | 12 |
| 14 | 12 | 13 | 14 | 11 |
| 8 | 9 | 10 | 10 | 8 |
| 12 | 11 | 11 | **10** | 12 |
| 11 | 10 | 13 | **12** | 11 |
| 13 | 11 | 11 | **12** | 13 |
| 9 | 9 | 11 | **10** | 11 |
| 9 | 10 | 11 | **10** | 11 |
| 8 | 8 | 8 | **9** | 10 |
| 10 | 11 | 12 | **9** | 8 |
| 11 | 13 | 11 | 12 | 13 |
| 7 | 9 | 9 | **8** | 7 |
| 9 | 10 | 11 | 10 | 11 |
| 10 | 9 | 8 | 9 | 8 |
| 10 | 11 | 9 | **11** | 9 |
| 11 | 10 | 9 | **10** | 11 |

**Elaborado por**: G. Cuenca

**Continúa…**

**Viene…**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Poisson**  Tamaño de muestra n=100 | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 10 | 13 | 13 | 11 | 13 |
| 11 | 9 | 8 | **10** | 8 |
| 12 | 10 | 9 | 10 | 8 |
| 10 | 10 | 12 | 13 | 12 |
| 10 | 12 | 12 | **9** | 11 |
| 10 | 14 | 11 | 12 | 14 |
| 9 | 8 | 10 | **8** | 11 |
| 10 | 12 | 11 | 11 | 9 |
| 9 | 7 | 8 | 8 | 9 |
| 11 | 8 | 11 | **9** | 8 |
| 8 | 11 | 10 | **8** | 11 |
| 8 | 9 | 8 | 10 | 10 |
| 11 | 12 | 10 | **11** | 11 |
| 12 | 11 | 10 | 13 | 12 |
| 12 | 12 | 13 | **10** | 10 |
| 6 | 8 | 7 | 7 | 8 |
| 9 | 10 | 10 | **9** | 9 |
| 10 | 12 | 9 | 10 | 9 |
| 7 | 8 | 6 | 7 | 6 |
| 7 | 6 | 9 | **6** | 8 |
| 11 | 10 | 12 | **12** | 14 |
| 10 | 12 | 11 | 10 | 10 |
| 9 | 8 | 9 | 9 | 7 |
| 10 | 9 | 10 | **8** | 10 |
| 10 | 14 | 10 | 14 | 14 |
| 8 | 11 | 9 | **8** | 10 |
| 5 | 5 | 8 | 7 | 8 |
| 10 | 11 | 12 | **10** | 11 |
| 8 | 8 | 9 | 10 | 9 |
| 18 | 10 | 11 | **12** | 10 |
| 10 | 9 | 12 | 13 | 9 |
| 12 | 13 | 12 | 11 | 11 |
| 9 | 12 | 11 | **9** | 8 |
| 14 | 8 | 14 | 10 | 9 |
| 8 | 11 | 11 | **9** | 12 |
| 11 | 10 | 8 | **12** | 11 |
| 11 | 9 | 8 | 11 | 11 |
| 11 | 8 | 9 | **10** | 9 |
| 10 | 12 | 13 | 11 | 10 |
| 11 | 9 | 10 | 11 | 12 |
| 11 | 8 | 11 | **8** | 8 |
| 10 | 11 | 12 | 10 | 11 |
| 11 | 12 | 13 | 10 | 10 |
| 9 | 9 | 10 | 9 | 8 |
| 4 | 5 | 5 | **4** | 4 |
| 8 | 10 | 5 | 8 | 11 |
| 9 | 11 | 12 | 9 | 8 |
| 9 | 13 | 11 | **12** | 10 |
| 12 | 12 | 9 | 11 | 10 |

**Elaborado por**: G. Cuenca

**Viene…**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Poisson**  Tamaño de muestra n=100 | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 9 | 6 | 7 | 8 | 6 |
| 10 | 11 | 14 | **14** | 12 |
| 13 | 11 | 13 | 14 | 12 |
| 8 | 9 | 7 | 7 | 8 |
| 13 | 15 | 13 | **15** | 14 |
| 15 | 14 | 11 | 12 | 11 |
| 9 | 8 | 12 | **9** | 10 |
| 8 | 9 | 9 | 10 | 11 |
| 10 | 11 | 10 | 13 | 12 |
| 9 | 8 | 12 | **13** | 10 |
| 12 | 10 | 11 | 9 | 11 |
| 11 | 12 | 10 | **11** | 11 |
| 13 | 11 | 9 | 10 | 9 |
| 13 | 11 | 13 | **11** | 13 |
| 11 | 10 | 13 | 14 | 13 |
| 10 | 10 | 11 | **11** | 12 |
| 8 | 10 | 9 | **8** | 9 |

**Elaborado por**: G. Cuenca

El vector de medias de los datos originales es:

![](data:image/x-wmf;base64,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)

**Método de Eliminación por Filas**

Debido a que los datos faltantes recayeron en la variable *X*4, se procede a prescindir de las filas que tienen estos valores “faltantes”, donde la matriz de datos resultante con filas eliminadas se muestra en la Tabla 4.27.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.27**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Poisson**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz  **Matriz de datos con cincuenta filas eliminadas** | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 9 | 7 | 8 | 6 | 6 |
| 10 | 11 | 11 | 12 | 10 |
| 10 | 12 | 11 | 12 | 11 |
| 11 | 13 | 13 | 12 | 11 |
| 9 | 8 | 10 | 9 | 10 |
| 10 | 12 | 11 | 11 | 9 |
| 8 | 8 | 7 | 7 | 8 |
| 11 | 13 | 12 | 11 | 12 |
| 14 | 12 | 13 | 14 | 11 |
| 8 | 9 | 10 | 10 | 8 |
| 11 | 13 | 11 | 12 | 13 |
| 9 | 10 | 11 | 10 | 11 |
| 10 | 9 | 8 | 9 | 8 |
| 10 | 13 | 13 | 11 | 13 |
| 12 | 10 | 9 | 10 | 8 |
| 10 | 10 | 12 | 13 | 12 |
| 10 | 14 | 11 | 12 | 14 |
| 10 | 12 | 11 | 11 | 9 |
| 9 | 7 | 8 | 8 | 9 |
| 8 | 9 | 8 | 10 | 10 |
| 12 | 11 | 10 | 13 | 12 |
| 6 | 8 | 7 | 7 | 8 |
| 10 | 12 | 9 | 10 | 9 |
| 7 | 8 | 6 | 7 | 6 |
| 10 | 12 | 11 | 10 | 10 |
| 9 | 8 | 9 | 9 | 7 |
| 10 | 14 | 10 | 14 | 14 |
| 5 | 5 | 8 | 7 | 8 |
| 8 | 8 | 9 | 10 | 9 |
| 10 | 9 | 12 | 13 | 9 |
| 12 | 13 | 12 | 11 | 11 |
| 14 | 8 | 14 | 10 | 9 |
| 11 | 9 | 8 | 11 | 11 |
| 10 | 12 | 13 | 11 | 10 |
| 11 | 9 | 10 | 11 | 12 |
| 10 | 11 | 12 | 10 | 11 |
| 11 | 12 | 13 | 10 | 10 |
| 9 | 9 | 10 | 9 | 8 |
| 8 | 10 | 5 | 8 | 11 |
| 9 | 11 | 12 | 9 | 8 |
| 12 | 12 | 9 | 11 | 10 |
| 9 | 6 | 7 | 8 | 6 |
| 13 | 11 | 13 | 14 | 12 |
| 8 | 9 | 7 | 7 | 8 |
| 15 | 14 | 11 | 12 | 11 |
| 8 | 9 | 9 | 10 | 11 |
| 10 | 11 | 10 | 13 | 12 |
| 12 | 10 | 11 | 9 | 11 |
| 13 | 11 | 9 | 10 | 9 |
| 11 | 10 | 13 | 14 | 13 |

El vector de medias para las cincuenta filas restantes es:

![](data:image/x-wmf;base64,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)

Se analiza el efecto que causa en la *matriz de varianzas y covarianzas*, y *matriz de correlaciones*, la eliminación de cincuenta filas, con un tamaño de muestra *n*=100.(Ver Cuadro 4.37)

|  |  |
| --- | --- |
| **CUADRO 4.37**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Poisson**  **Método de Eliminación por Filas**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.349 |  |  |  |  | | *X*2 | 2.400 | 4.364 |  |  |  | | *X*3 | 2.421 | 2.493 | 4.091 |  |  | | *X*4 | 2.927 | 2.986 | 2.851 | 4.563 |  | | *X*5 | 2.023 | 2.679 | 2.343 | **3.113** | 3.920 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.551 | 1.000 |  |  |  | | *X*3 | 0.574 | 0.590 | 1.000 |  |  | | *X*4 | 0.657 | 0.669 | 0.660 | 1.000 |  | | *X*5 | 0.490 | 0.648 | 0.585 | 0.736 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **(Cincuenta Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 3.835 |  |  |  |  | | *X*2 | 2.356 | 4.655 |  |  |  | | *X*3 | 2.443 | 2.572 | 4.490 |  |  | | *X*4 | 2.455 | 2.897 | 2.928 | 4.194 |  | | *X*5 | 1.613 | 2.863 | 2.146 | 3.069 | 3.979 | | **Matriz de Correlaciones**  **(Cincuenta Filas Eliminadas)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.558 | 1.000 |  |  |  | | *X*3 | 0.589 | 0.563 | 1.000 |  |  | | *X*4 | 0.612 | 0.656 | 0.675 | 1.000 |  | | *X*5 | 0.413 | 0.665 | 0.508 | 0.751 | 1.000 | |

**Elaborado por**: G. Cuenca

Se puede apreciar que la mayor covarianza en la matriz de datos originales se da entre las variables *X4*  y *X5* es decir 3.113; mientras que en la matriz con cincuenta filas eliminadas este valor aumenta a 3.069.

En la matriz de correlaciones de datos originales, la mayor correlación se da entre las variables *X4* y *X5*, es decir 0.736, cuyo valor se incrementa a 0.751 en la matriz de correlaciones con cincuenta filas eliminadas y por lo tanto se convierte en la mayor correlación.

|  |  |
| --- | --- |
| **CUADRO 4.38**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias dependientes con distribución Poisson**  **Método de Eliminación por Filas**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****4*”** | |
| **Estimadores**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 50% de datos eliminadas en X4** | | n | | 100 | 50 | | Media | | 10,270 | 10,360 | | Mediana | | 10,000 | 10,000 | | Moda | | 10,000 | 10,000 | | Varianza | | 4,563 | 4,194 | | Desviación Estándar | | 2,136 | 2,048 | | Error Estándar | | 0,214 | 0,290 | | **Coeficiente de Asimetría** | | 0,039 | -0,080 | | Curtosis | | 0,058 | -0,500 | | Rango | | 11,000 | 8,000 | | Mínimo | | 4,000 | 6,000 | | Máximo | | 15,000 | 14,000 | | Percentiles | 25 | 9,000 | 9,000 | | 50 | 10,000 | 10,000 | | 75 | 12,000 | 12,000 | | **Diagrama de Cajas** |

**Elaborado por**: G. Cuenca

En el Cuadro 4.38, podemos apreciar que con el 50% de datos eliminados en la cuarta columna de la matriz de datos (Variable *X****4*)**, el valor de la media aumentó de 10.270 a 10.360. La varianza de la variable *X****4***, con 50% de datos eliminadosdisminuyó de 4.536 a 4.194.

**Método de Imputación por la Media y Regresión**

A continuación se aplica el *método de imputación por media y regresión* a la misma matriz de datos utilizada en el método de eliminación por filas, es decir se completan datos en la variable *X*4 que presenta cincuenta valores faltantes que son: el *X*1,1=11, *X*2,1=15, *X*4,1=15, *X*5,1=9, *X*8,1=8, *X*9,1=13, *X*10,1=8, *X*12,1=11, *X*15,1=13, *X*16,1=10, *X*18,1=9, *X*22,1=10, *X*23,1=12, *X*24,1=12, *X*25,1=10, *X*26,1=10, *X*27,1=19, *X*28,1=9, *X*30,1=8, *X*33,1=11, *X*34,1=10, *X*36,1=10, *X*39,1=9, *X*41,1=8, *X*44,1=9, *X*45,1=8, *X*47,1=11, *X*49,1=10, *X*51,1=9, *X*54,1=6, *X*55,1=12, *X*58,1=8, *X*60,1=8, *X*62,1=10, *X*64,1=12, *X*67,1=9, *X*69,1=9, *X*70,1=12, *X*72,1=10, *X*75,1=8, *X*79,1=4, *X*82,1=12, *X*85,1=14, *X*88,1=15, *X*90,1=9, *X*93,1=13, *X*95,1=11, *X*97,1=11, *X*99,1=11 y *X*100,1=8.

Por medio del *Método de Imputación por Media*, se procede a calcular la media aritmética de la variable *X4* con los cincuenta datos faltantes, cuyo valor es 10.360 y se reemplaza en los datos faltantes descritos anteriormente. La matriz de datos resultante con cincuenta valores completados por *imputación por la media* y *regresión* en la variable *X4* se muestra en la Tabla 4.28 y 4.29 respectivamente.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tabla 4.28**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Poisson**  **Método de Imputación por la Media**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 11 | 10 | 9 | **10.360** | 9 |
| 15 | 16 | 14 | **10.360** | 14 |
| 9 | 7 | 8 | 6 | 6 |
| 11 | 12 | 13 | **10.360** | 13 |
| 9 | 9 | 8 | **10.360** | 9 |
| 10 | 11 | 11 | 12 | 10 |
| 10 | 12 | 11 | 12 | 11 |
| 9 | 9 | 9 | **10.360** | 9 |
| 13 | 11 | 12 | **10.360** | 12 |
| 9 | 8 | 9 | **10.360** | 8 |
| 11 | 13 | 13 | 12 | 11 |
| 11 | 11 | 12 | **10.360** | 10 |
| 9 | 8 | 10 | 9 | 10 |
| 10 | 12 | 11 | 11 | 9 |
| 13 | 13 | 14 | **10.360** | 12 |
| 10 | 9 | 11 | **10.360** | 12 |
| 8 | 8 | 7 | 7 | 8 |
| 8 | 7 | 7 | **10.360** | 9 |
| 11 | 13 | 12 | 11 | 12 |
| 14 | 12 | 13 | 14 | 11 |
| 8 | 9 | 10 | 10 | 8 |
| 12 | 11 | 11 | **10.360** | 12 |
| 11 | 10 | 13 | **10.360** | 11 |
| 13 | 11 | 11 | **10.360** | 13 |
| 9 | 9 | 11 | **10.360** | 11 |
| 9 | 10 | 11 | **10.360** | 11 |
| 8 | 8 | 8 | **10.360** | 10 |
| 10 | 11 | 12 | **10.360** | 8 |
| 11 | 13 | 11 | 12 | 13 |
| 7 | 9 | 9 | **10.360** | 7 |
| 9 | 10 | 11 | 10 | 11 |
| 10 | 9 | 8 | 9 | 8 |
| 10 | 11 | 9 | **10.360** | 9 |
| 11 | 10 | 9 | **10.360** | 11 |
| 10 | 13 | 13 | 11 | 13 |
| 11 | 9 | 8 | **10.360** | 8 |
| 12 | 10 | 9 | 10 | 8 |
| 10 | 10 | 12 | 13 | 12 |
| 10 | 12 | 12 | **10.360** | 11 |
| 10 | 14 | 11 | 12 | 14 |
| 9 | 8 | 10 | **10.360** | 11 |
| 10 | 12 | 11 | 11 | 9 |
| 9 | 7 | 8 | 8 | 9 |
| 11 | 8 | 11 | **10.360** | 8 |
| 8 | 11 | 10 | **10.360** | 11 |
| 8 | 9 | 8 | 10 | 10 |
| 11 | 12 | 10 | **10.360** | 11 |
| 12 | 11 | 10 | 13 | 12 |
| 12 | 12 | 13 | **10.360** | 10 |

**Continúa…**

**Viene…**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Poisson**  **Método de Imputación por la Media**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 6 | 8 | 7 | 7 | 8 |
| 9 | 10 | 10 | **10.360** | 9 |
| 10 | 12 | 9 | 10 | 9 |
| 7 | 8 | 6 | 7 | 6 |
| 7 | 6 | 9 | **10.360** | 8 |
| 11 | 10 | 12 | **10.360** | 14 |
| 10 | 12 | 11 | 10 | 10 |
| 9 | 8 | 9 | 9 | 7 |
| 10 | 9 | 10 | **10.360** | 10 |
| 10 | 14 | 10 | 14 | 14 |
| 8 | 11 | 9 | **10.360** | 10 |
| 5 | 5 | 8 | 7 | 8 |
| 10 | 11 | 12 | **10.360** | 11 |
| 8 | 8 | 9 | 10 | 9 |
| 18 | 10 | 11 | **10.360** | 10 |
| 10 | 9 | 12 | 13 | 9 |
| 12 | 13 | 12 | 11 | 11 |
| 9 | 12 | 11 | **10.360** | 8 |
| 14 | 8 | 14 | 10 | 9 |
| 8 | 11 | 11 | **10.360** | 12 |
| 11 | 10 | 8 | **10.360** | 11 |
| 11 | 9 | 8 | 11 | 11 |
| 11 | 8 | 9 | **10.360** | 9 |
| 10 | 12 | 13 | 11 | 10 |
| 11 | 9 | 10 | 11 | 12 |
| 11 | 8 | 11 | **10.360** | 8 |
| 10 | 11 | 12 | 10 | 11 |
| 11 | 12 | 13 | 10 | 10 |
| 9 | 9 | 10 | 9 | 8 |
| 4 | 5 | 5 | **10.360** | 4 |
| 8 | 10 | 5 | 8 | 11 |
| 9 | 11 | 12 | 9 | 8 |
| 9 | 13 | 11 | **10.360** | 10 |
| 12 | 12 | 9 | 11 | 10 |
| 9 | 6 | 7 | 8 | 6 |
| 10 | 11 | 14 | **10.360** | 12 |
| 13 | 11 | 13 | 14 | 12 |
| 8 | 9 | 7 | 7 | 8 |
| 13 | 15 | 13 | **10.360** | 14 |
| 15 | 14 | 11 | 12 | 11 |
| 9 | 8 | 12 | **10.360** | 10 |
| 8 | 9 | 9 | 10 | 11 |
| 10 | 11 | 10 | 13 | 12 |
| 9 | 8 | 12 | **10.360** | 10 |
| 12 | 10 | 11 | 9 | 11 |
| 11 | 12 | 10 | **10.360** | 11 |
| 13 | 11 | 9 | 10 | 9 |
| 13 | 11 | 13 | **10.360** | 13 |
| 11 | 10 | 13 | 14 | 13 |
| 10 | 10 | 11 | **10.360** | 12 |
| 8 | 10 | 9 | **10.360** | 9 |
| **Tabla 4.29**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Poisson**  **Método de Imputación por Regresión**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 11 | 10 | 9 | **10,979** | 9 |
| 15 | 16 | 14 | **15,064** | 14 |
| 9 | 7 | 8 | 6 | 6 |
| 11 | 12 | 13 | **14,987** | 13 |
| 9 | 9 | 8 | **9,057** | 9 |
| 10 | 11 | 11 | 12 | 10 |
| 10 | 12 | 11 | 12 | 11 |
| 9 | 9 | 9 | **8,514** | 9 |
| 13 | 11 | 12 | **12,995** | 12 |
| 9 | 8 | 9 | **8,091** | 8 |
| 11 | 13 | 13 | 12 | 11 |
| 11 | 11 | 12 | **11,015** | 10 |
| 9 | 8 | 10 | 9 | 10 |
| 10 | 12 | 11 | 11 | 9 |
| 13 | 13 | 14 | **13,048** | 12 |
| 10 | 9 | 11 | **10,031** | 12 |
| 8 | 8 | 7 | 7 | 8 |
| 8 | 7 | 7 | **8,982** | 9 |
| 11 | 13 | 12 | 11 | 12 |
| 14 | 12 | 13 | 14 | 11 |
| 8 | 9 | 10 | 10 | 8 |
| 12 | 11 | 11 | **10,018** | 12 |
| 11 | 10 | 13 | **11,924** | 11 |
| 13 | 11 | 11 | **12,081** | 13 |
| 9 | 9 | 11 | **10,005** | 11 |
| 9 | 10 | 11 | **10,012** | 11 |
| 8 | 8 | 8 | **9,071** | 10 |
| 10 | 11 | 12 | **9,100** | 8 |
| 11 | 13 | 11 | 12 | 13 |
| 7 | 9 | 9 | **8,005** | 7 |
| 9 | 10 | 11 | 10 | 11 |
| 10 | 9 | 8 | 9 | 8 |
| 10 | 11 | 9 | **10,985** | 9 |
| 11 | 10 | 9 | **10,972** | 11 |
| 10 | 13 | 13 | 11 | 13 |
| 11 | 9 | 8 | **9,901** | 8 |
| 12 | 10 | 9 | 10 | 8 |
| 10 | 10 | 12 | 13 | 12 |
| 10 | 12 | 12 | **9,172** | 11 |
| 10 | 14 | 11 | 12 | 14 |
| 9 | 8 | 10 | **8,051** | 11 |
| 10 | 12 | 11 | 11 | 9 |
| 9 | 7 | 8 | 8 | 9 |
| 11 | 8 | 11 | **9,053** | 8 |
| 8 | 11 | 10 | **8,003** | 11 |
| 8 | 9 | 8 | 10 | 10 |
| 11 | 12 | 10 | **11,072** | 11 |
| 12 | 11 | 10 | 13 | 12 |

**Continúa…**

**Sigue…**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Poisson**  **Método de Imputación por Regresión**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* |
| 12 | 12 | 13 | **10,030** | 10 |
| 6 | 8 | 7 | 7 | 8 |
| 9 | 10 | 10 | **9,022** | 9 |
| 10 | 12 | 9 | 10 | 9 |
| 7 | 8 | 6 | 7 | 6 |
| 7 | 6 | 9 | **5,987** | 8 |
| 11 | 10 | 12 | **12,101** | 14 |
| 10 | 12 | 11 | 10 | 10 |
| 9 | 8 | 9 | 9 | 7 |
| 10 | 9 | 10 | **7,983** | 10 |
| 10 | 14 | 10 | 14 | 14 |
| 8 | 11 | 9 | **8,003** | 10 |
| 5 | 5 | 8 | 7 | 8 |
| 10 | 11 | 12 | **10,002** | 11 |
| 8 | 8 | 9 | 10 | 9 |
| 18 | 10 | 11 | **11,978** | 10 |
| 10 | 9 | 12 | 13 | 9 |
| 12 | 13 | 12 | 11 | 11 |
| 9 | 12 | 11 | **9,062** | 8 |
| 14 | 8 | 14 | 10 | 9 |
| 8 | 11 | 11 | **9,051** | 12 |
| 11 | 10 | 8 | **11,971** | 11 |
| 11 | 9 | 8 | 11 | 11 |
| 11 | 8 | 9 | **10,101** | 9 |
| 10 | 12 | 13 | 11 | 10 |
| 11 | 9 | 10 | 11 | 12 |
| 11 | 8 | 11 | **8,106** | 8 |
| 10 | 11 | 12 | 10 | 11 |
| 11 | 12 | 13 | 10 | 10 |
| 9 | 9 | 10 | 9 | 8 |
| 4 | 5 | 5 | **4,031** | 4 |
| 8 | 10 | 5 | 8 | 11 |
| 9 | 11 | 12 | 9 | 8 |
| 9 | 13 | 11 | **11,931** | 10 |
| 12 | 12 | 9 | 11 | 10 |
| 9 | 6 | 7 | 8 | 6 |
| 10 | 11 | 14 | **13,920** | 12 |
| 13 | 11 | 13 | 14 | 12 |
| 8 | 9 | 7 | 7 | 8 |
| 13 | 15 | 13 | **14,933** | 14 |
| 15 | 14 | 11 | 12 | 11 |
| 9 | 8 | 12 | **9,010** | 10 |
| 8 | 9 | 9 | 10 | 11 |
| 10 | 11 | 10 | 13 | 12 |
| 9 | 8 | 12 | **12,915** | 10 |
| 12 | 10 | 11 | 9 | 11 |
| 11 | 12 | 10 | **10,993** | 11 |
| 13 | 11 | 9 | 10 | 9 |
| 13 | 11 | 13 | **11,061** | 13 |
| 11 | 10 | 13 | 14 | 13 |
| 10 | 10 | 11 | **11,076** | 12 |
| 8 | 10 | 9 | **8,003** | 9 |
| **Tabla 4.30**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Poisson**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz | | | | | |
| ***50% de datos completados en X3 por la Media***   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Imputación por Media** | **Error**  **|Dato Observado –**  **Resultado de Imputación por Media|** | | 11 | 10.360 | 0,64 | | 15 | 10.360 | 4,64 | | 15 | 10.360 | 4,64 | | 9 | 10.360 | 1,36 | | 8 | 10.360 | 2,36 | | 13 | 10.360 | 2,64 | | 8 | 10.360 | 2,36 | | 11 | 10.360 | 0,64 | | 13 | 10.360 | 2,64 | | 10 | 10.360 | 0,36 | | 9 | 10.360 | 1,36 | | 10 | 10.360 | 0,36 | | 12 | 10.360 | 1,64 | | 12 | 10.360 | 1,64 | | 10 | 10.360 | 0,36 | | 10 | 10.360 | 0,36 | | 9 | 10.360 | 1,36 | | 9 | 10.360 | 1,36 | | 8 | 10.360 | 2,36 | | 11 | 10.360 | 0,64 | | 10 | 10.360 | 0,36 | | 10 | 10.360 | 0,36 | | 9 | 10.360 | 1,36 | | 8 | 10.360 | 2,36 | | 9 | 10.360 | 1,36 | | 8 | 10.360 | 2,36 | | 11 | 10.360 | 0,64 | | 10 | 10.360 | 0,36 | | 9 | 10.360 | 1,36 | | 6 | 10.360 | 4,36 | | 12 | 10.360 | 1,64 | | 8 | 10.360 | 2,36 | | 8 | 10.360 | 2,36 | | 10 | 10.360 | 0,36 | | 12 | 10.360 | 1,64 | | 9 | 10.360 | 1,36 | | 9 | 10.360 | 1,36 | | 12 | 10.360 | 1,64 | | 10 | 10.360 | 0,36 | | 8 | 10.360 | 2,36 | | 4 | 10.360 | 6,36 | | 12 | 10.360 | 1,64 | | 14 | 10.360 | 3,64 | | 15 | 10.360 | 4,64 | | 9 | 10.360 | 1,36 | | 13 | 10.360 | 2,64 | | 11 | 10.360 | 0,64 | | 11 | 10.360 | 0,64 | | 11 | 10.360 | 0,64 | | 8 | 10.360 | 2,36 | | | | | | |

**Viene…**

|  |
| --- |
| **Variables aleatorias dependientes con distribución Poisson**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz |
| *50% de datos completados en X3 por Regresión*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción |** | | 11 | 10.979 | 0,021 | | 15 | 15.064 | 0,064 | | 15 | 14.987 | 0,013 | | 9 | 9.057 | 0,057 | | 8 | 8.514 | 0,514 | | 13 | 12.995 | 0,005 | | 8 | 8.091 | 0,091 | | 11 | 11.015 | 0,015 | | 13 | 13.048 | 0,048 | | 10 | 10.031 | 0,031 | | 9 | 8.982 | 0,018 | | 10 | 10.018 | 0,018 | | 12 | 11.924 | 0,076 | | 12 | 12.081 | 0,081 | | 10 | 10.005 | 0,005 | | 10 | 10.012 | 0,012 | | 9 | 9.071 | 0,071 | | 9 | 9.100 | 0,100 | | 8 | 8.005 | 0,005 | | 11 | 10.985 | 0,015 | | 10 | 10.972 | 0,972 | | 10 | 8.901 | 1,099 | | 9 | 9.172 | 0,172 | | 8 | 8.051 | 0,051 | | 9 | 9.053 | 0,053 | | 8 | 8.003 | 0,003 | | 11 | 11.072 | 0,072 | | 10 | 10.030 | 0,030 | | 9 | 9.022 | 0,022 | | 6 | 5.987 | 0,013 | | 12 | 12.101 | 0,101 | | 8 | 7.983 | 0,017 | | 8 | 8.003 | 0,003 | | 10 | 10.002 | 0,002 | | 12 | 11.978 | 0,022 | | 9 | 9.062 | 0,062 | | 9 | 9.051 | 0,051 | | 12 | 11.971 | 0,029 | | 10 | 10.101 | 0,101 | | 8 | 8.106 | 0,106 | | 4 | 4.031 | 0,031 | | 12 | 11.931 | 0,069 | | 14 | 13.920 | 0,080 | | 15 | 14.933 | 0,067 | | 9 | 9.010 | 0,010 | | 13 | 12.915 | 0,085 | | 11 | 10.993 | 0,007 | | 11 | 11.061 | 0,061 | | 11 | 11.076 | 0,076 | | 8 | 8.003 | 0,003 | |

Se puede notar, por medio de la Tabla 4.30 que la diferencia en valor absoluto entre el valor observado de cada variable, es menor en el *Método de Imputación por Regresión.*

|  |  |
| --- | --- |
| **CUADRO 4.39**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias dependientes con distribución Poisson**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****4*”** | |
| **Estimadores**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 100 | 50 | 100 | 100 | | Media | | 10,270 | 10,360 | 10,360 | 10,295 | | Mediana | | 10,000 | 10,000 | 10,360 | 10,004 | | Moda | | 10,000 | 10,000 | 10,360 | 10,000 | | Varianza | | 4,563 | 4,194 | 2,076 | 4,510 | | Desviación Estándar | | 2,136 | 2,048 | 1,441 | 2,124 | | Error Estándar | | 0,214 | 0,290 | 0,144 | 0,212 | | **Coeficiente de Asimetría** | | 0,039 | -0,080 | -0,111 | 0,016 | | Curtosis | | 0,058 | -0,500 | 2,022 | 0,087 | | Rango | | 11,000 | 8,000 | 8,000 | 11,030 | | Mínimo | | 4,000 | 6,000 | 6,000 | 4,030 | | Máximo | | 15,00 | 14,000 | 14,000 | 15,060 | | Percentiles | 25 | 9,000 | 9,000 | 10,000 | 9,000 | | 50 | 10,000 | 10,000 | 10,360 | 10,004 | | 75 | 12,000 | 12,000 | 10,360 | 11,961 | | **Diagrama de Cajas** |

**Elaborado por**: G. Cuenca

Al realizar la imputación por la media y regresión se obtuvieron los siguientes resultados (Ver Cuadro 4.39):

El valor de la media de los “datos completados” por *la media* aumenta, comparándolo con los “datos originales” y completados por *regresión.*

El valor de la varianza de los “datos completados” por la *media* disminuye de 4.563 a 2.076, mientras que en los datos completados por regresión este valor se incrementa a 4.510, comparándolo con el valor anterior y es muy cercano al valor de la varianza de los “datos originales”.

El vector de medias con cincuenta datos completados por la media en *X4* es:
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Mientras que el vector de medias con cincuenta datos completados por la regresión en *X4* es:

![](data:image/x-wmf;base64,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)

El efecto que causa en la *matriz de varianzas* y *covarianzas* y *matriz de correlaciones*, el completar 10% de datos faltantes en una matriz de tamaño 100, por medio de la imputación por media y regresión, se presenta en el Cuadro 4.40.

|  |  |
| --- | --- |
| **CUADRO 4.40**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Poisson**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=100 y 10% de datos faltantes en la matriz | |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.349 |  |  |  |  | | *X*2 | 2.400 | 4.364 |  |  |  | | *X*3 | 2.421 | 2.493 | 4.091 |  |  | | *X*4 | 2.927 | 2.986 | 2.851 | 4.563 |  | | *X*5 | 2.023 | 2.679 | 2.343 | **3.113** | 3.920 | | **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.551 | 1.000 |  |  |  | | *X*3 | 0.574 | 0.590 | 1.000 |  |  | | *X*4 | 0.657 | 0.669 | 0.660 | 1.000 |  | | *X*5 | 0.490 | 0.648 | 0.585 | 0.736 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **50% Datos Completados por Media en “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.349 |  |  |  |  | | *X*2 | 2.400 | 4.364 |  |  |  | | *X*3 | 2.421 | 2.493 | 4.091 |  |  | | *X*4 | 1.215 | 1.434 | 1.449 | 2.076 |  | | *X*5 | 2.023 | 2.679 | 2.343 | 1.519 | 3.920 | | **Matriz de Correlaciones**  **50% Datos Completados por Media en “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.551 | 1.000 |  |  |  | | *X*3 | 0.574 | 0.590 | 1.000 |  |  | | *X*4 | 0.404 | 0.476 | 0.497 | 1.000 |  | | *X*5 | 0.490 | 0.648 | 0.585 | 0.532 | 1.000 | |
| **Matriz de Varianzas y Covarianzas**  **50% Datos Completados por Regresión en “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 4.349 |  |  |  |  | | *X*2 | 2.400 | 4.364 |  |  |  | | *X*3 | 2.421 | 2.493 | 4.091 |  |  | | *X*4 | 2.931 | 2.976 | 2.834 | 4.510 |  | | *X*5 | 2.023 | 2.679 | 2.343 | 3.118 | 3.920 | | **Matriz de Correlaciones**  **50% Datos Completados por Regresiòn en “*Variable*** *X****4*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | | *X*1 | 1.000 |  |  |  |  | | *X*2 | 0.551 | 1.000 |  |  |  | | *X*3 | 0.574 | 0.590 | 1.000 |  |  | | *X*4 | 0.662 | 0.671 | 0.660 | 1.000 |  | | *X*5 | 0.490 | 0.648 | 0.585 | 0.742 | 1.000 | |

**Elaborado por**: G. Cuenca

La covarianza entre *X4*  y *X5* disminuye de 3.113 a 1.159 en la matriz con 50% de “datos completados” por la media en la variable *X4*, así como también disminuye la covarianza entre*X4*  con las otras variables.

En la matriz de varianzas y covarianzas de los datos completados por regresión, el valor de las covarianzas de variable *X4* con las demás variables se incrementa, comparándolo con la matriz de varianzas y covarianzas de los “datos completados” por *la media.*

Por otro lado, analizando el efecto que causa en la matriz de correlaciones, podemos apreciar en le Cuadro 4.40 que también los únicos valores que cambian son los de la correlación de *X4* con las demás variables, puesto que a esta variable se le completó datos por medio de los métodos de imputación; donde la mayor correlación se da entre las variables *X4*  y *X5* , es decir 0.736, seguida por 0.669 entre las variables *X2*  y *X4*. En la matriz de correlaciones con 50% de datos completados por la media, la correlación entre *X4*  y *X5* disminuye de 0.736 a 0.532, mientras que en la matriz de datos completados por regresión, este valor es 0.742.

**4.3.3 Distribución Exponencial: *Cincuenta datos faltantes*: Veinticinco en *X*3  y veinticinco en *X*8 (10% de la matriz), tamaño de muestra n=100**

Se tiene una matriz de datos cuyas columnas son muestras tomadas de diez poblaciones todas ellas Exponencial, dependientes e idénticamente distribuidas, con parámetro ![](data:image/x-wmf;base64,183GmgAAAAAAAOADAAIBCQAAAADwXwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKYAHsAgEAAAA0eRwAAAD7AoD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAB3QAAAAFoFCojmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABtAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABeBQr75sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAGJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAEAAAABAAAAAAAwAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAEAHQAIACQAAAAARWwEACQAAAzIBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ABwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQAACAAAADIK4AEYBgIAAAAxMAgAAAAyCuABpgUBAAAAeDAJAAAAMgrgAUMEAwAAADEwMGUcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A5sD0d+/A9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAeACAQAAAE0wHAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAjQIKM+bA9HfvwPR3AQAAAAAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKgAGQAQEAAADOMBwAAAD7AoD+AAAAAAAAvAIAAAChBAIAEFRpbWVzIE5ldyBSb21hbgDmwPR378D0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAA1zAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAAAAAAEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), *i= 1,2,....100* y *j= 1,2,3*,*…,10* y se supone que tiene el 5% de datos faltantes, es decir cincuenta datos, los que recayeron en las variables *X*3 y *X*8 y son: el *X*3,3=2.851, *X*9,3=1.414, *X*15,3=1.069, *X*18,3=6.462, *X*21,3=3.914, *X*24,3=1.131, *X*31,3=6.562, *X*33,3=2.254, *X*39,3=1.689, *X*42,3=1.432, *X*43,3=3.693, *X*47,3=3.960, *X*48,3=3.420, *X*52,3=2.683, *X*55,3=6.730, *X*58,3=0.860, *X*59,3=6.406, *X*67,3=3.578, *X*69,3=5.157, *X*71,3=4.083, *X*74,3=2.061, *X*79,3=1.148, *X*81,3=3.359, *X*84,3=1.913, *X*86,3=1.351, *X*6,8=2.390, *X*12,8=1.060, *X*17,8=1.383, *X*23,8=1.219, *X*30,8=2.582, *X*34,8=5.997, *X*37,8=3.952, *X*41,8=19.664, *X*46,8=5.859, *X*50,8=5.255, *X*53,8=9.518, *X*60,8=2.947, *X*61,8=2.566, *X*62,8=0.929, *X*63,8=4.580, *X*75,8=2.080, *X*77,8=3.767, *X*87,8=4.930, *X*88,8=6.314, *X*92,8=0.704, *X*93,8=5.413, *X*97,8=3.183, *X*98,8=4.859, *X*99,8=4.800 y *X*100,8=5.525.

Nótese que el 5% de datos faltantes en la matriz, constituye 25% de datos faltantes en la columna que corresponde a *X*3 y 25% de datos faltantes en la columna *X*8 (Ver Tabla 4.31)

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Tabla 4.31**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Exponencial**  Tamaño de muestra n=100 | | | | | | | | | |
| *X1* | *X2* | ***X3*** | *X4* | *X5* | *X6* | *X7* | ***X8*** | *X9* | *X10* |
| 6.726 | 6.168 | 3.447 | 4.124 | 4.017 | 4.550 | 5.149 | 4.957 | 6.743 | 3.346 |
| 1.168 | 1.763 | 0.622 | 2.786 | 4.782 | 3.397 | 3.994 | 1.921 | 1.714 | 2.373 |
| 3.238 | 4.557 | 2.851 | 3.335 | 0.641 | 10.599 | 10.406 | 11.662 | 0.222 | 10.237 |
| 0.283 | 0.163 | 0.814 | 2.302 | 1.101 | 2.715 | 0.470 | 0.462 | 0.814 | 2.980 |
| 3.054 | 1.277 | 3.099 | 1.934 | 0.206 | 1.929 | 0.575 | 1.089 | 0.289 | 1.435 |
| 3.483 | 3.547 | 3.129 | 5.710 | 3.334 | 3.645 | 5.478 | 2.390 | 4.686 | 3.469 |
| 0.668 | 1.180 | 3.188 | 2.429 | 4.009 | 3.122 | 2.252 | 1.105 | 4.255 | 2.085 |
| 2.576 | 2.268 | 3.545 | 1.127 | 2.069 | 3.408 | 3.349 | 3.863 | 2.491 | 3.414 |
| 4.385 | 1.285 | 1.414 | 1.937 | 1.812 | 2.162 | 2.081 | 4.421 | 4.249 | 4.599 |
| 1.589 | 1.276 | 2.751 | 0.819 | 2.093 | 2.700 | 2.421 | 2.740 | 2.224 | 2.820 |
| 0.706 | 1.523 | 4.851 | 1.602 | 4.022 | 1.399 | 1.671 | 2.287 | 4.115 | 1.108 |
| 1.721 | 3.194 | 1.051 | 3.420 | 1.406 | 3.575 | 1.586 | 1.060 | 1.712 | 3.696 |
| 1.535 | 1.701 | 1.466 | 1.192 | 2.600 | 3.875 | 2.265 | 1.995 | 1.767 | 3.724 |
| 3.876 | 1.856 | 1.723 | 1.872 | 2.278 | 1.143 | 1.079 | 2.902 | 1.891 | 2.860 |
| 0.737 | 2.047 | 1.069 | 2.488 | 1.351 | 1.041 | 2.934 | 2.882 | 1.617 | 1.052 |
| 2.750 | 5.298 | 2.372 | 5.287 | 5.913 | 4.634 | 4.520 | 3.012 | 4.673 | 3.123 |
| 1.373 | 1.996 | 3.664 | 1.678 | 3.197 | 1.797 | 2.731 | 1.383 | 2.728 | 1.343 |
| 3.386 | 1.849 | 6.462 | 5.218 | 6.036 | 2.054 | 6.604 | 2.182 | 1.310 | 2.984 |
| 4.755 | 3.972 | 1.879 | 3.576 | 2.127 | 2.750 | 1.792 | 1.623 | 2.187 | 3.749 |
| 2.650 | 2.213 | 1.241 | 2.986 | 2.135 | 1.215 | 1.608 | 1.562 | 1.126 | 1.524 |
| 5.571 | 3.181 | 3.914 | 5.382 | 3.060 | 3.755 | 1.035 | 4.237 | 5.737 | 5.339 |
| 1.530 | 2.504 | 2.470 | 2.068 | 1.122 | 0.344 | 3.872 | 1.045 | 3.311 | 1.349 |
| 4.779 | 4.420 | 3.471 | 4.447 | 0.445 | 4.719 | 3.270 | 1.219 | 4.179 | 3.091 |
| 2.452 | 4.650 | 1.131 | 2.951 | 4.005 | 0.832 | 2.911 | 2.574 | 2.371 | 1.803 |
| 2.565 | 2.414 | 0.923 | 2.062 | 5.526 | 2.385 | 1.990 | 2.036 | 2.973 | 2.421 |
| 1.439 | 3.829 | 1.334 | 1.294 | 1.279 | 2.422 | 2.949 | 2.741 | 1.932 | 2.659 |
| 3.888 | 1.524 | 3.675 | 4.748 | 7.131 | 7.411 | 7.808 | 1.854 | 5.252 | 5.882 |
| 1.603 | 1.507 | 4.001 | 2.180 | 1.244 | 1.084 | 2.942 | 1.930 | 2.045 | 1.612 |
| 2.633 | 1.371 | 1.907 | 2.073 | 1.416 | 1.304 | 2.665 | 3.206 | 1.354 | 1.596 |
| 2.086 | 1.962 | 1.252 | 1.197 | 1.661 | 1.713 | 2.182 | 2.582 | 2.399 | 2.791 |
| 2.800 | 1.987 | 6.562 | 1.832 | 6.257 | 1.129 | 6.075 | 7.053 | 1.242 | 6.120 |
| 7.423 | 6.601 | 6.400 | 3.976 | 3.149 | 1.643 | 7.398 | 7.141 | 4.436 | 6.879 |
| 3.786 | 6.453 | 2.254 | 6.418 | 6.050 | 5.496 | 3.591 | 6.079 | 1.401 | 3.806 |
| 1.755 | 6.641 | 1.837 | 5.535 | 3.645 | 5.206 | 3.588 | 5.997 | 3.233 | 1.775 |
| 0.804 | 2.132 | 5.803 | 3.424 | 2.305 | 3.475 | 7.773 | 7.824 | 2.168 | 4.732 |
| 1.661 | 1.418 | 2.400 | 3.917 | 4.567 | 1.186 | 1.240 | 3.133 | 1.511 | 1.656 |
| 4.292 | 4.003 | 3.284 | 4.179 | 3.924 | 4.342 | 4.589 | 3.952 | 1.153 | 4.109 |
| 4.955 | 2.839 | 4.372 | 3.730 | 3.567 | 3.045 | 3.825 | 5.077 | 3.874 | 2.255 |
| 4.301 | 1.327 | 1.689 | 2.704 | 3.954 | 2.647 | 4.671 | 2.970 | 1.283 | 2.873 |
| 2.509 | 1.469 | 3.747 | 3.180 | 7.432 | 4.313 | 7.123 | 4.382 | 7.261 | 4.588 |
| 1.275 | 9.904 | 1.865 | 1.178 | 6.441 | 3.053 | 1.436 | 19.664 | 0.179 | 1.579 |
| 4.694 | 3.156 | 1.432 | 7.665 | 6.024 | 4.361 | 4.524 | 2.119 | 6.514 | 2.655 |
| 0.705 | 3.267 | 3.693 | 0.557 | 2.272 | 2.904 | 1.237 | 2.449 | 1.013 | 2.028 |
| 2.262 | 4.162 | 3.531 | 1.048 | 1.417 | 1.594 | 3.558 | 1.702 | 1.956 | 1.286 |
| 3.973 | 3.493 | 1.691 | 3.246 | 2.600 | 4.683 | 3.667 | 4.641 | 3.274 | 4.739 |
| 1.411 | 1.568 | 0.709 | 1.908 | 2.580 | 1.461 | 2.729 | 5.859 | 2.888 | 0.146 |
| 2.416 | 1.431 | 3.960 | 1.198 | 1.046 | 2.869 | 6.104 | 3.508 | 4.971 | 6.288 |
| 3.240 | 1.273 | 3.420 | 1.785 | 3.923 | 4.030 | 2.579 | 4.832 | 3.118 | 4.303 |
| 1.458 | 2.949 | 2.079 | 3.588 | 1.777 | 3.941 | 1.778 | 1.587 | 1.203 | 1.796 |
| 4.904 | 5.356 | 5.279 | 5.169 | 10.262 | 5.529 | 10.492 | 5.255 | 5.913 | 10.542 |

**Elaborado por**: G. Cuenca

**Continúa…**

**Sigue…**

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Exponencial**  Tamaño de muestra n=100 | | | | | | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* | *X6* | *X7* | *X8* | *X9* | *X10* |
| 0.919 | 4.446 | 1.333 | 4.688 | 2.057 | 4.830 | 0.712 | 4.278 | 0.169 | 4.367 |
| 0.177 | 3.187 | 2.683 | 2.848 | 0.209 | 2.757 | 0.875 | 2.298 | 2.544 | 2.163 |
| 6.596 | 7.337 | 7.012 | 6.574 | 7.968 | 6.449 | 9.439 | 9.518 | 11.604 | 11.447 |
| 0.511 | 0.453 | 2.859 | 3.076 | 0.471 | 1.660 | 3.090 | 3.111 | 2.044 | 3.462 |
| 7.019 | 5.192 | 6.730 | 1.971 | 7.147 | 1.580 | 7.974 | 5.108 | 3.734 | 3.566 |
| 5.082 | 5.470 | 6.423 | 10.571 | 10.914 | 6.174 | 5.790 | 4.342 | 6.142 | 7.809 |
| 5.216 | 0.577 | 0.070 | 4.630 | 5.805 | 6.604 | 6.580 | 2.890 | 6.806 | 0.555 |
| 5.508 | 5.838 | 0.860 | 1.988 | 0.277 | 8.785 | 3.236 | 0.196 | 8.269 | 9.167 |
| 7.531 | 7.868 | 6.406 | 6.971 | 10.050 | 5.283 | 10.384 | 5.845 | 6.612 | 5.274 |
| 1.219 | 2.384 | 2.895 | 1.906 | 5.324 | 2.125 | 4.701 | 2.947 | 2.949 | 2.660 |
| 7.965 | 5.846 | 8.665 | 5.610 | 5.002 | 4.962 | 4.533 | 2.566 | 6.117 | 4.267 |
| 0.773 | 2.720 | 1.633 | 2.129 | 1.205 | 0.556 | 0.720 | 0.929 | 0.521 | 0.184 |
| 0.449 | 2.003 | 4.027 | 2.725 | 2.785 | 2.466 | 4.397 | 4.580 | 4.170 | 2.684 |
| 6.455 | 7.185 | 7.863 | 3.065 | 4.945 | 2.619 | 1.508 | 1.379 | 1.302 | 1.192 |
| 4.833 | 1.780 | 2.271 | 2.454 | 1.586 | 2.595 | 2.939 | 1.324 | 1.128 | 4.257 |
| 1.653 | 2.624 | 0.779 | 0.238 | 0.172 | 1.338 | 2.313 | 1.290 | 1.440 | 2.493 |
| 5.029 | 3.679 | 3.578 | 4.295 | 3.063 | 5.534 | 4.939 | 4.058 | 5.257 | 4.231 |
| 3.027 | 6.997 | 3.002 | 3.647 | 1.625 | 2.274 | 1.651 | 3.216 | 4.641 | 1.289 |
| 4.947 | 4.069 | 5.157 | 4.715 | 5.132 | 4.946 | 4.934 | 0.827 | 4.110 | 4.323 |
| 1.047 | 1.023 | 4.330 | 3.551 | 4.398 | 2.603 | 1.513 | 1.317 | 4.113 | 1.171 |
| 2.160 | 3.286 | 4.083 | 5.008 | 5.835 | 4.443 | 5.692 | 6.458 | 6.420 | 6.410 |
| 3.437 | 4.315 | 2.402 | 3.724 | 4.977 | 2.237 | 3.348 | 3.577 | 4.924 | 3.505 |
| 2.650 | 4.631 | 4.361 | 2.749 | 4.810 | 4.374 | 2.653 | 2.303 | 2.003 | 4.456 |
| 4.387 | 4.031 | 2.061 | 1.303 | 2.059 | 3.308 | 2.004 | 4.271 | 4.820 | 3.195 |
| 3.349 | 2.733 | 2.041 | 4.734 | 3.214 | 3.010 | 2.136 | 2.080 | 1.895 | 2.561 |
| 5.950 | 5.100 | 5.241 | 8.751 | 8.797 | 5.607 | 6.784 | 5.941 | 8.083 | 5.750 |
| 2.180 | 4.490 | 1.422 | 3.254 | 2.905 | 3.984 | 4.586 | 3.767 | 4.684 | 5.501 |
| 1.096 | 3.067 | 1.154 | 3.048 | 2.318 | 2.521 | 2.126 | 1.073 | 4.016 | 4.150 |
| 2.541 | 3.118 | 1.148 | 1.888 | 3.642 | 1.282 | 3.155 | 0.424 | 3.997 | 1.188 |
| 1.782 | 2.558 | 1.205 | 1.638 | 2.784 | 3.678 | 3.476 | 1.468 | 1.700 | 1.718 |
| 5.260 | 2.272 | 3.359 | 1.292 | 4.339 | 4.104 | 2.877 | 3.287 | 3.006 | 2.248 |
| 3.872 | 3.320 | 1.821 | 3.069 | 1.131 | 3.017 | 1.615 | 1.421 | 3.691 | 2.732 |
| 0.977 | 5.323 | 3.878 | 5.360 | 1.664 | 1.563 | 3.183 | 1.979 | 1.301 | 3.020 |
| 1.538 | 0.544 | 1.913 | 1.379 | 4.166 | 1.871 | 2.308 | 4.817 | 3.755 | 1.849 |
| 3.097 | 3.744 | 2.224 | 2.974 | 2.029 | 3.689 | 3.154 | 0.622 | 2.684 | 3.376 |
| 2.264 | 1.749 | 1.351 | 1.056 | 2.011 | 1.089 | 1.400 | 1.754 | 2.505 | 2.449 |
| 1.922 | 1.135 | 2.030 | 2.992 | 1.665 | 1.782 | 3.061 | 4.930 | 3.322 | 3.144 |
| 5.309 | 1.632 | 5.489 | 0.409 | 6.785 | 5.881 | 5.931 | 6.314 | 7.342 | 5.589 |
| 2.024 | 2.555 | 3.541 | 3.185 | 1.807 | 1.535 | 2.964 | 3.691 | 1.676 | 1.626 |
| 1.962 | 1.450 | 2.667 | 3.870 | 4.081 | 1.627 | 3.066 | 4.395 | 4.515 | 3.001 |
| 3.514 | 6.951 | 1.244 | 2.751 | 2.468 | 2.018 | 2.323 | 1.230 | 4.707 | 1.959 |
| 0.750 | 0.800 | 0.449 | 1.177 | 1.890 | 1.178 | 2.311 | 0.704 | 0.035 | 1.687 |
| 0.537 | 1.374 | 1.158 | 5.727 | 1.508 | 5.355 | 1.709 | 5.413 | 1.359 | 1.518 |
| 10.796 | 10.465 | 10.521 | 8.610 | 8.558 | 8.599 | 8.032 | 10.596 | 8.551 | 8.123 |
| 1.056 | 1.232 | 2.367 | 1.325 | 0.526 | 1.676 | 2.971 | 2.542 | 2.939 | 2.814 |
| 8.118 | 8.500 | 9.924 | 9.254 | 10.405 | 9.636 | 10.348 | 9.218 | 9.805 | 10.046 |
| 4.040 | 4.244 | 3.613 | 3.099 | 4.680 | 6.852 | 2.452 | 3.183 | 4.986 | 5.924 |
| 4.949 | 7.182 | 4.366 | 3.236 | 4.999 | 3.716 | 3.930 | 4.859 | 7.191 | 4.460 |
| 3.296 | 7.442 | 7.542 | 4.733 | 4.720 | 3.237 | 3.182 | 4.800 | 5.351 | 3.424 |
| 5.786 | 6.620 | 6.717 | 5.252 | 5.305 | 5.491 | 6.526 | 5.525 | 6.722 | 4.637 |

**Elaborado por**: G. Cuenca

El vector de medias de los datos originales es:
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**Método de Eliminación por Filas**

Debido a que los datos faltantes recayeron en las variables *X*3 y *X*8 es decir en: *X*3,3=2.851, *X*9,3=1.414, *X*15,3=1.069, *X*18,3=6.462, *X*21,3=3.914, *X*24,3=1.131, *X*31,3=6.562, *X*33,3=2.254, *X*39,3=1.689, *X*42,3=1.432, *X*43,3=3.693, *X*47,3=3.960, *X*48,3=3.420, *X*52,3=2.683, *X*55,3=6.730, *X*58,3=0.860, *X*59,3=6.406, *X*67,3=3.578, *X*69,3=5.157, *X*71,3=4.083, *X*74,3=2.061, *X*79,3=1.148, *X*81,3=3.359, *X*84,3=1.913, *X*86,3=1.351, *X*6,8=2.390, *X*12,8=1.060, *X*17,8=1.383, *X*23,8=1.219, *X*30,8=2.582, *X*34,8=5.997, *X*37,8=3.952, *X*41,8=19.664, *X*46,8=5.859, *X*50,8=5.255, *X*53,8=9.518, *X*60,8=2.947, *X*61,8=2.566, *X*62,8=0.929, *X*63,8=4.580, *X*75,8=2.080, *X*77,8=3.767, *X*87,8=4.930, *X*88,8=6.314, *X*92,8=0.704, *X*93,8=5.413, *X*97,8=3.183, *X*98,8=4.859, *X*99,8=4.800 y *X*100,8=5.525, se procede a prescindir de las filas que tienen estos valores “faltantes”(Ver Tabla 4.32).

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Tabla 4.32**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Exponencial**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz  **Matriz de datos con cincuenta filas eliminadas** | | | | | | | | | |
| *X1* | *X2* | ***X3*** | *X4* | *X5* | *X6* | *X7* | ***X8*** | *X9* | *X10* |
| 6.726 | 6.168 | 3.447 | 4.124 | 4.017 | 4.550 | 5.149 | 4.957 | 6.743 | 3.346 |
| 1.168 | 1.763 | 0.622 | 2.786 | 4.782 | 3.397 | 3.994 | 1.921 | 1.714 | 2.373 |
| 0.283 | 0.163 | 0.814 | 2.302 | 1.101 | 2.715 | 0.470 | 0.462 | 0.814 | 2.980 |
| 3.054 | 1.277 | 3.099 | 1.934 | 0.206 | 1.929 | 0.575 | 1.089 | 0.289 | 1.435 |
| 0.668 | 1.180 | 3.188 | 2.429 | 4.009 | 3.122 | 2.252 | 1.105 | 4.255 | 2.085 |
| 2.576 | 2.268 | 3.545 | 1.127 | 2.069 | 3.408 | 3.349 | 3.863 | 2.491 | 3.414 |
| 1.589 | 1.276 | 2.751 | 0.819 | 2.093 | 2.700 | 2.421 | 2.740 | 2.224 | 2.820 |
| 0.706 | 1.523 | 4.851 | 1.602 | 4.022 | 1.399 | 1.671 | 2.287 | 4.115 | 1.108 |
| 1.535 | 1.701 | 1.466 | 1.192 | 2.600 | 3.875 | 2.265 | 1.995 | 1.767 | 3.724 |
| 3.876 | 1.856 | 1.723 | 1.872 | 2.278 | 1.143 | 1.079 | 2.902 | 1.891 | 2.860 |
| 4.755 | 3.972 | 1.879 | 3.576 | 2.127 | 2.750 | 1.792 | 1.623 | 2.187 | 3.749 |
| 2.650 | 2.213 | 1.241 | 2.986 | 2.135 | 1.215 | 1.608 | 1.562 | 1.126 | 1.524 |
| 1.530 | 2.504 | 2.470 | 2.068 | 1.122 | 0.344 | 3.872 | 1.045 | 3.311 | 1.349 |
| 2.565 | 2.414 | 0.923 | 2.062 | 5.526 | 2.385 | 1.990 | 2.036 | 2.973 | 2.421 |
| 1.439 | 3.829 | 1.334 | 1.294 | 1.279 | 2.422 | 2.949 | 2.741 | 1.932 | 2.659 |
| 3.888 | 1.524 | 3.675 | 4.748 | 7.131 | 7.411 | 7.808 | 1.854 | 5.252 | 5.882 |
| 1.603 | 1.507 | 4.001 | 2.180 | 1.244 | 1.084 | 2.942 | 1.930 | 2.045 | 1.612 |
| 2.633 | 1.371 | 1.907 | 2.073 | 1.416 | 1.304 | 2.665 | 3.206 | 1.354 | 1.596 |
| 7.423 | 6.601 | 6.400 | 3.976 | 3.149 | 1.643 | 7.398 | 7.141 | 4.436 | 6.879 |
| 0.804 | 2.132 | 5.803 | 3.424 | 2.305 | 3.475 | 7.773 | 7.824 | 2.168 | 4.732 |
| 1.661 | 1.418 | 2.400 | 3.917 | 4.567 | 1.186 | 1.240 | 3.133 | 1.511 | 1.656 |
| 4.955 | 2.839 | 4.372 | 3.730 | 3.567 | 3.045 | 3.825 | 5.077 | 3.874 | 2.255 |
| 2.509 | 1.469 | 3.747 | 3.180 | 7.432 | 4.313 | 7.123 | 4.382 | 7.261 | 4.588 |
| 2.262 | 4.162 | 3.531 | 1.048 | 1.417 | 1.594 | 3.558 | 1.702 | 1.956 | 1.286 |
| 3.973 | 3.493 | 1.691 | 3.246 | 2.600 | 4.683 | 3.667 | 4.641 | 3.274 | 4.739 |
| 1.458 | 2.949 | 2.079 | 3.588 | 1.777 | 3.941 | 1.778 | 1.587 | 1.203 | 1.796 |
| 0.919 | 4.446 | 1.333 | 4.688 | 2.057 | 4.830 | 0.712 | 4.278 | 0.169 | 4.367 |
| 0.511 | 0.453 | 2.859 | 3.076 | 0.471 | 1.660 | 3.090 | 3.111 | 2.044 | 3.462 |
| 5.082 | 5.470 | 6.423 | 10.571 | 10.914 | 6.174 | 5.790 | 4.342 | 6.142 | 7.809 |
| 5.216 | 0.577 | 0.070 | 4.630 | 5.805 | 6.604 | 6.580 | 2.890 | 6.806 | 0.555 |
| 6.455 | 7.185 | 7.863 | 3.065 | 4.945 | 2.619 | 1.508 | 1.379 | 1.302 | 1.192 |
| 4.833 | 1.780 | 2.271 | 2.454 | 1.586 | 2.595 | 2.939 | 1.324 | 1.128 | 4.257 |
| 1.653 | 2.624 | 0.779 | 0.238 | 0.172 | 1.338 | 2.313 | 1.290 | 1.440 | 2.493 |
| 3.027 | 6.997 | 3.002 | 3.647 | 1.625 | 2.274 | 1.651 | 3.216 | 4.641 | 1.289 |
| 1.047 | 1.023 | 4.330 | 3.551 | 4.398 | 2.603 | 1.513 | 1.317 | 4.113 | 1.171 |
| 3.437 | 4.315 | 2.402 | 3.724 | 4.977 | 2.237 | 3.348 | 3.577 | 4.924 | 3.505 |
| 2.650 | 4.631 | 4.361 | 2.749 | 4.810 | 4.374 | 2.653 | 2.303 | 2.003 | 4.456 |
| 5.950 | 5.100 | 5.241 | 8.751 | 8.797 | 5.607 | 6.784 | 5.941 | 8.083 | 5.750 |
| 1.096 | 3.067 | 1.154 | 3.048 | 2.318 | 2.521 | 2.126 | 1.073 | 4.016 | 4.150 |
| 1.782 | 2.558 | 1.205 | 1.638 | 2.784 | 3.678 | 3.476 | 1.468 | 1.700 | 1.718 |
| 3.872 | 3.320 | 1.821 | 3.069 | 1.131 | 3.017 | 1.615 | 1.421 | 3.691 | 2.732 |
| 0.977 | 5.323 | 3.878 | 5.360 | 1.664 | 1.563 | 3.183 | 1.979 | 1.301 | 3.020 |
| 3.097 | 3.744 | 2.224 | 2.974 | 2.029 | 3.689 | 3.154 | 0.622 | 2.684 | 3.376 |
| 2.024 | 2.555 | 3.541 | 3.185 | 1.807 | 1.535 | 2.964 | 3.691 | 1.676 | 1.626 |
| 1.962 | 1.450 | 2.667 | 3.870 | 4.081 | 1.627 | 3.066 | 4.395 | 4.515 | 3.001 |
| 3.514 | 6.951 | 1.244 | 2.751 | 2.468 | 2.018 | 2.323 | 1.230 | 4.707 | 1.959 |
| 10.796 | 10.465 | 10.521 | 8.610 | 8.558 | 8.599 | 8.032 | 10.596 | 8.551 | 8.123 |
| 1.056 | 1.232 | 2.367 | 1.325 | 0.526 | 1.676 | 2.971 | 2.542 | 2.939 | 2.814 |
| 8.118 | 8.500 | 9.924 | 9.254 | 10.405 | 9.636 | 10.348 | 9.218 | 9.805 | 10.046 |
| 6.726 | 6.168 | 3.447 | 4.124 | 4.017 | 4.550 | 5.149 | 4.957 | 6.743 | 3.346 |

**Elaborado por**: G. Cuenca

El vector de medias para las cincuenta filas restantes es:

![](data:image/x-wmf;base64,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)

El vector de medias de los datos originales y de los datos con filas eliminadas no coincide.

Ahora analicemos el efecto que causa en la *matriz de varianzas y covarianzas*, y *matriz de correlaciones*, la eliminación de cincuenta filas, con un tamaño de muestra *n*=100.

|  |
| --- |
| **CUADRO 4.41**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Exponencial**  **Método de Eliminación por Filas**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 4.386 |  |  |  |  |  |  |  |  |  | | *X*2 | 2.700 | 4.854 |  |  |  |  |  |  |  |  | | *X*3 | 2.701 | 2.336 | 4.528 |  |  |  |  |  |  |  | | *X*4 | 2.165 | 2.247 | 2.041 | 3.978 |  |  |  |  |  |  | | *X*5 | 2.780 | 2.346 | 3.072 | 2.968 | 6.029 |  |  |  |  |  | | *X6* | 2.252 | 1.997 | 1.489 | 2.269 | 2.240 | 4.084 |  |  |  |  | | *X7* | 2.706 | 1.857 | 2.925 | 2.329 | 3.696 | 2.695 | 5.563 |  |  |  | | *X8* | 1.637 | 2.954 | 2.226 | 1.497 | 2.897 | 2.173 | 3.059 | 7.626 |  |  | | *X9* | 3.019 | 2.133 | 2.366 | 2.365 | 3.272 | 2.508 | 3.039 | 1.543 | 5.322 |  | | *X10* | 2.552 | 2.045 | 2.371 | 2.044 | 2.521 | 3.192 | 3.685 | 2.716 | 2.939 | 5.072 | |
| **Matriz de Varianzas y Covarianzas**  **(Cincuenta Filas Eliminadas)**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 5.136 |  |  |  |  |  |  |  |  |  | | *X*2 | 3.729 | 5.163 |  |  |  |  |  |  |  |  | | *X*3 | 3.001 | 3.035 | 4.813 |  |  |  |  |  |  |  | | *X*4 | 2.889 | 2.730 | 2.849 | 4.413 |  |  |  |  |  |  | | *X*5 | 3.226 | 2.320 | 3.247 | 4.180 | 6.452 |  |  |  |  |  | | *X6* | 2.606 | 1.939 | 2.009 | 2.879 | 3.690 | 3.844 |  |  |  |  | | *X7* | 2.925 | 1.975 | 2.881 | 2.848 | 3.717 | 3.004 | 4.956 |  |  |  | | *X8* | 3.041 | 2.650 | 3.279 | 2.847 | 2.932 | 2.358 | 3.560 | 4.705 |  |  | | *X9* | 3.303 | 2.498 | 2.551 | 3.175 | 4.367 | 2.924 | 3.744 | 3.001 | 5.132 |  | | *X10* | 2.468 | 2.255 | 2.569 | 2.878 | 3.074 | 2.689 | 3.055 | 2.958 | 2.433 | 3.854 | |

**Elaborado por**: G. Cuenca

Analizando el Cuadro 4.41, se puede apreciar que la mayor covarianza en la matriz de datos originales se da entre las variables *X5*  y *X9* es decir 3.272; mientras que en la matriz con cincuenta filas eliminadas este valor aumenta a 4.367.

|  |
| --- |
| **CUADRO 4.42**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Exponencial**  **Método de Eliminación por Filas**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz |
| **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 1.000 |  |  |  |  |  |  |  |  |  | | *X*2 | 0.585 | 1.000 |  |  |  |  |  |  |  |  | | *X*3 | 0.606 | 0.498 | 1.000 |  |  |  |  |  |  |  | | *X*4 | 0.518 | 0.511 | 0.481 | 1.000 |  |  |  |  |  |  | | *X*5 | 0.541 | 0.434 | 0.588 | 0.606 | 1.000 |  |  |  |  |  | | *X6* | 0.532 | 0.448 | 0.346 | 0.563 | 0.451 | 1.000 |  |  |  |  | | *X7* | 0.548 | 0.357 | 0.583 | 0.495 | 0.638 | 0.565 | 1.000 |  |  |  | | *X8* | 0.283 | 0.486 | 0.379 | 0.272 | 0.427 | 0.389 | 0.470 | 1.000 |  |  | | *X9* | 0.625 | 0.420 | 0.482 | 0.514 | 0.578 | 0.538 | 0.559 | 0.242 | 1.000 |  | | *X10* | 0.541 | 0.412 | 0.495 | 0.455 | 0.456 | 0.701 | 0.694 | 0.437 | 0.566 | 1.000 | |
| **Matriz de Correlaciones**  **(Cincuenta Filas Eliminadas)**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 1.000 |  |  |  |  |  |  |  |  |  | | *X*2 | 0.724 | 1.000 |  |  |  |  |  |  |  |  | | *X*3 | 0.604 | 0.609 | 1.000 |  |  |  |  |  |  |  | | *X*4 | 0.607 | 0.572 | 0.618 | 1.000 |  |  |  |  |  |  | | *X*5 | 0.560 | 0.402 | 0.583 | 0.783 | 1.000 |  |  |  |  |  | | *X6* | 0.586 | 0.435 | 0.467 | 0.699 | 0.741 | 1.000 |  |  |  |  | | *X7* | 0.580 | 0.390 | 0.590 | 0.609 | 0.657 | 0.688 | 1.000 |  |  |  | | *X8* | 0.619 | 0.538 | 0.689 | 0.625 | 0.532 | 0.554 | 0.737 | 1.000 |  |  | | *X9* | 0.643 | 0.485 | 0.513 | 0.667 | 0.759 | 0.658 | 0.742 | 0.611 | 1.000 |  | | *X10* | 0.555 | 0.505 | 0.596 | 0.698 | 0.616 | 0.699 | 0.699 | 0.695 | 0.547 | 1.000 | |

**Elaborado por**: G. Cuenca

En la matriz de correlaciones de datos originales, la mayor correlación se da entre las variables *X7* y *X10*, es decir 0.701, cuyo valor se disminuye a 0.699 en la matriz de correlaciones con cincuenta filas eliminadas. La mayor correlación en la matriz con cincuenta filas eliminadas es entre las variables *X4* y *X5,* es decir 0.783. En general, se puede decir que la correlación entre las variables, se incrementó en la matriz con 50 filas eliminadas.

**Elaborado por**: G. Cuenca

|  |  |
| --- | --- |
| **CUADRO 4.43**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias dependientes con distribución Exponencial**  **Método de Eliminación por Filas**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****3*” y “*Variable*** *X****8*”** | |
| **Estimadores “*Variable*** *X****3*”**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 25% de datos eliminadas en X3** | | n | | 100 | 50 | | Media | | 3,206 | 3,158 | | Mediana | | 2,801 | 2,709 | | Moda | | 0,070 | 3,450 | | Varianza | | 4,528 | 4,813 | | Desviación Estándar | | 2,128 | 2,194 | | Error Estándar | | 0,213 | 0,310 | | **Coeficiente de Asimetría** | | 1,194 | 1,559 | | Curtosis | | 1,351 | 2,943 | | Rango | | 10,450 | 10,450 | | Mínimo | | 0,070 | 0,070 | | Máximo | | 10,520 | 10,520 | | Percentiles | 25 | 1,508 | 1,635 | | 50 | 2,801 | 2,709 | | 75 | 4,020 | 3,909 | | **Diagrama de Cajas “*Variable*** *X****3*”** |
| **Estimadores “*Variable*** *X****8*”**   |  |  |  |  | | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Con el 25% de datos eliminadas en X8** | | n | | 100 | 50 | | Media | | 3,588 | 3,059 | | Mediana | | 2,959 | 2,423 | | Moda | | 0,200 | 4,960 | | Varianza | | 7,626 | 4,705 | | Desviación Estándar | | 2,762 | 2,169 | | Error Estándar | | 0,276 | 0,307 | | **Coeficiente de Asimetría** | | 2,576 | 1,619 | | Curtosis | | 11,269 | 2,870 | | Rango | | 19,470 | 10,130 | | Mínimo | | 0,200 | 0,460 | | Máximo | | 19,660 | 10,600 | | Percentiles | 25 | 1,715 | 1,456 | | 50 | 2,959 | 2,423 | | 75 | 4,813 | 4,294 | | **Diagrama de Cajas “*Variable*** *X****8*”** |

En el Cuadro 4.43, podemos apreciar que con el 25% de datos eliminados en la tercera columna de la matriz de datos (Variable *X****3*)**, el valor de la media y la mediana disminuyó de 3.206 a 3.158 y de 2.801 a 2.709, respectivamente. La varianza de la variable *X****3***, con 25% de datos eliminadosaumentó de 4.528 a 4.813. En la variable *X****8***, el valor de la media y la mediana disminuyeron su valor, así como también el valor de la varianza.

**Método de Imputación por la Media y Regresión**

Estos métodos se aplican a la misma matriz de datos utilizada en el método de eliminación por filas, es decir se completan datos en la variable *X*3 y *X*8, que presentan veinte y cinco valores faltantes cada una. A través del Método de Imputación por Media, se procede a calcular la media aritmética de la variable *X3* con los veinticinco datos faltantes, cuyo valor es 3.219, entonces reemplazamos en *X*3,3, *X*9,3, *X*15,3, *X*18,3, *X*21,3, *X*24,3, *X*31,3, *X*33,3, *X*39,3, *X*42,3, *X*43,3, *X*47,3, *X*48,3, *X*52,3, *X*55,3, *X*58,3, *X*59,3, *X*67,3, *X*69,3, *X*71,3, *X*74,3, *X*79,3, *X*81,3, *X*84,3, *X*86,3, también se calcula el valor de la media de la variable *X8* , 3.298, mismo que se remplaza en *X*6,8, *X*12,8, *X*17,8, *X*23,8, *X*30,8, *X*34,8, *X*37,8, *X*41,8, *X*46,8, *X*50,8, *X*53,8, *X*60,8, *X*61,8, *X*62,8, *X*63,8, *X*75,8, *X*77,8, *X*87,8, *X*88,8, *X*92,8, *X*93,8, *X*97,8, *X*98,8, *X*99,8 y en *X*100,8. La matriz de datos resultante con cincuenta valores completados por *imputación por la media* y *regresión*, se muestra en la Tabla 4.33 y 4.34 respectivamente.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Tabla 4.33**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Exponencial**  **Método de Imputación por Media**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz | | | | | | | | | |
| *X1* | *X2* | ***X3*** | *X4* | *X5* | *X6* | *X7* | ***X8*** | *X9* | *X10* |
| 6.726 | 6.168 | 3,447 | 4.124 | 4.017 | 4.550 | 5.149 | 4.957 | 6.743 | 3.346 |
| 1.168 | 1.763 | 0,622 | 2.786 | 4.782 | 3.397 | 3.994 | 1.921 | 1.714 | 2.373 |
| 3.238 | 4.557 | **3,219** | 3.335 | 0.641 | 10.599 | 10.406 | 11.662 | 0.222 | 10.237 |
| 0.283 | 0.163 | 0,814 | 2.302 | 1.101 | 2.715 | 0.470 | 0.462 | 0.814 | 2.980 |
| 3.054 | 1.277 | 3,099 | 1.934 | 0.206 | 1.929 | 0.575 | 1.089 | 0.289 | 1.435 |
| 3.483 | 3.547 | 3,129 | 5.710 | 3.334 | 3.645 | 5.478 | **3.298** | 4.686 | 3.469 |
| 0.668 | 1.180 | 3,188 | 2.429 | 4.009 | 3.122 | 2.252 | 1.105 | 4.255 | 2.085 |
| 2.576 | 2.268 | 3,545 | 1.127 | 2.069 | 3.408 | 3.349 | 3.863 | 2.491 | 3.414 |
| 4.385 | 1.285 | **3,219** | 1.937 | 1.812 | 2.162 | 2.081 | 4.421 | 4.249 | 4.599 |
| 1.589 | 1.276 | 2,751 | 0.819 | 2.093 | 2.700 | 2.421 | 2.740 | 2.224 | 2.820 |
| 0.706 | 1.523 | 4,851 | 1.602 | 4.022 | 1.399 | 1.671 | 2.287 | 4.115 | 1.108 |
| 1.721 | 3.194 | 1,051 | 3.420 | 1.406 | 3.575 | 1.586 | **3.298** | 1.712 | 3.696 |
| 1.535 | 1.701 | 1,466 | 1.192 | 2.600 | 3.875 | 2.265 | 1.995 | 1.767 | 3.724 |
| 3.876 | 1.856 | 1,723 | 1.872 | 2.278 | 1.143 | 1.079 | 2.902 | 1.891 | 2.860 |
| 0.737 | 2.047 | **3,219** | 2.488 | 1.351 | 1.041 | 2.934 | 2.882 | 1.617 | 1.052 |
| 2.750 | 5.298 | 2,372 | 5.287 | 5.913 | 4.634 | 4.520 | 3.012 | 4.673 | 3.123 |
| 1.373 | 1.996 | 3,664 | 1.678 | 3.197 | 1.797 | 2.731 | **3.298** | 2.728 | 1.343 |
| 3.386 | 1.849 | **3,219** | 5.218 | 6.036 | 2.054 | 6.604 | 2.182 | 1.310 | 2.984 |
| 4.755 | 3.972 | 1,879 | 3.576 | 2.127 | 2.750 | 1.792 | 1.623 | 2.187 | 3.749 |
| 2.650 | 2.213 | 1,241 | 2.986 | 2.135 | 1.215 | 1.608 | 1.562 | 1.126 | 1.524 |
| 5.571 | 3.181 | **3,219** | 5.382 | 3.060 | 3.755 | 1.035 | 4.237 | 5.737 | 5.339 |
| 1.530 | 2.504 | 2,470 | 2.068 | 1.122 | 0.344 | 3.872 | 1.045 | 3.311 | 1.349 |
| 4.779 | 4.420 | 3,471 | 4.447 | 0.445 | 4.719 | 3.270 | **3.298** | 4.179 | 3.091 |
| 2.452 | 4.650 | **3,219** | 2.951 | 4.005 | 0.832 | 2.911 | 2.574 | 2.371 | 1.803 |
| 2.565 | 2.414 | 0,923 | 2.062 | 5.526 | 2.385 | 1.990 | 2.036 | 2.973 | 2.421 |
| 1.439 | 3.829 | 1,334 | 1.294 | 1.279 | 2.422 | 2.949 | 2.741 | 1.932 | 2.659 |
| 3.888 | 1.524 | 3,675 | 4.748 | 7.131 | 7.411 | 7.808 | 1.854 | 5.252 | 5.882 |
| 1.603 | 1.507 | 4,001 | 2.180 | 1.244 | 1.084 | 2.942 | 1.930 | 2.045 | 1.612 |
| 2.633 | 1.371 | 1,907 | 2.073 | 1.416 | 1.304 | 2.665 | 3.206 | 1.354 | 1.596 |
| 2.086 | 1.962 | 1,252 | 1.197 | 1.661 | 1.713 | 2.182 | **3.298** | 2.399 | 2.791 |
| 2.800 | 1.987 | **3,219** | 1.832 | 6.257 | 1.129 | 6.075 | 7.053 | 1.242 | 6.120 |
| 7.423 | 6.601 | 6,400 | 3.976 | 3.149 | 1.643 | 7.398 | 7.141 | 4.436 | 6.879 |
| 3.786 | 6.453 | **3,219** | 6.418 | 6.050 | 5.496 | 3.591 | 6.079 | 1.401 | 3.806 |
| 1.755 | 6.641 | 1,837 | 5.535 | 3.645 | 5.206 | 3.588 | **3.298** | 3.233 | 1.775 |
| 0.804 | 2.132 | 5,803 | 3.424 | 2.305 | 3.475 | 7.773 | 7.824 | 2.168 | 4.732 |
| 1.661 | 1.418 | 2,400 | 3.917 | 4.567 | 1.186 | 1.240 | 3.133 | 1.511 | 1.656 |
| 4.292 | 4.003 | 3,284 | 4.179 | 3.924 | 4.342 | 4.589 | **3.298** | 1.153 | 4.109 |
| 4.955 | 2.839 | 4,372 | 3.730 | 3.567 | 3.045 | 3.825 | 5.077 | 3.874 | 2.255 |
| 4.301 | 1.327 | **3,219** | 2.704 | 3.954 | 2.647 | 4.671 | 2.970 | 1.283 | 2.873 |
| 2.509 | 1.469 | 3,747 | 3.180 | 7.432 | 4.313 | 7.123 | 4.382 | 7.261 | 4.588 |
| 1.275 | 9.904 | 1,865 | 1.178 | 6.441 | 3.053 | 1.436 | **3.298** | 0.179 | 1.579 |
| 4.694 | 3.156 | **3,219** | 7.665 | 6.024 | 4.361 | 4.524 | 2.119 | 6.514 | 2.655 |
| 0.705 | 3.267 | **3,219** | 0.557 | 2.272 | 2.904 | 1.237 | 2.449 | 1.013 | 2.028 |
| 2.262 | 4.162 | 3,531 | 1.048 | 1.417 | 1.594 | 3.558 | 1.702 | 1.956 | 1.286 |
| 3.973 | 3.493 | 1,691 | 3.246 | 2.600 | 4.683 | 3.667 | 4.641 | 3.274 | 4.739 |
| 1.411 | 1.568 | 0,709 | 1.908 | 2.580 | 1.461 | 2.729 | **3.298** | 2.888 | 0.146 |
| 2.416 | 1.431 | **3,219** | 1.198 | 1.046 | 2.869 | 6.104 | 3.508 | 4.971 | 6.288 |
| 3.240 | 1.273 | **3,219** | 1.785 | 3.923 | 4.030 | 2.579 | 4.832 | 3.118 | 4.303 |
| 1.458 | 2.949 | 2,079 | 3.588 | 1.777 | 3.941 | 1.778 | 1.587 | 1.203 | 1.796 |
| 4.904 | 5.356 | 5,279 | 5.169 | 10.262 | 5.529 | 10.492 | **3.298** | 5.913 | 10.542 |

**Elaborado por**: G. Cuenca

**Viene…**

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Exponencial**  **Método de Imputación por Media**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz | | | | | | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* | *X6* | *X7* | *X8* | *X9* | *X10* |
| 0.919 | 4.446 | 1,333 | 4.688 | 2.057 | 4.830 | 0.712 | 4.278 | 0.169 | 4.367 |
| 0.177 | 3.187 | **3,219** | 2.848 | 0.209 | 2.757 | 0.875 | 2.298 | 2.544 | 2.163 |
| 6.596 | 7.337 | 7,012 | 6.574 | 7.968 | 6.449 | 9.439 | **3.298** | 11.604 | 11.447 |
| 0.511 | 0.453 | 2,859 | 3.076 | 0.471 | 1.660 | 3.090 | 3.111 | 2.044 | 3.462 |
| 7.019 | 5.192 | **3,219** | 1.971 | 7.147 | 1.580 | 7.974 | 5.108 | 3.734 | 3.566 |
| 5.082 | 5.470 | 6,423 | 10.571 | 10.914 | 6.174 | 5.790 | 4.342 | 6.142 | 7.809 |
| 5.216 | 0.577 | 0,070 | 4.630 | 5.805 | 6.604 | 6.580 | 2.890 | 6.806 | 0.555 |
| 5.508 | 5.838 | **3,219** | 1.988 | 0.277 | 8.785 | 3.236 | 0.196 | 8.269 | 9.167 |
| 7.531 | 7.868 | **3,219** | 6.971 | 10.050 | 5.283 | 10.384 | 5.845 | 6.612 | 5.274 |
| 1.219 | 2.384 | 2,895 | 1.906 | 5.324 | 2.125 | 4.701 | **3.298** | 2.949 | 2.660 |
| 7.965 | 5.846 | 8,665 | 5.610 | 5.002 | 4.962 | 4.533 | **3.298** | 6.117 | 4.267 |
| 0.773 | 2.720 | 1,633 | 2.129 | 1.205 | 0.556 | 0.720 | **3.298** | 0.521 | 0.184 |
| 0.449 | 2.003 | 4,027 | 2.725 | 2.785 | 2.466 | 4.397 | **3.298** | 4.170 | 2.684 |
| 6.455 | 7.185 | 7,863 | 3.065 | 4.945 | 2.619 | 1.508 | 1.379 | 1.302 | 1.192 |
| 4.833 | 1.780 | 2,271 | 2.454 | 1.586 | 2.595 | 2.939 | 1.324 | 1.128 | 4.257 |
| 1.653 | 2.624 | 0,779 | 0.238 | 0.172 | 1.338 | 2.313 | 1.290 | 1.440 | 2.493 |
| 5.029 | 3.679 | **3,219** | 4.295 | 3.063 | 5.534 | 4.939 | 4.058 | 5.257 | 4.231 |
| 3.027 | 6.997 | 3,002 | 3.647 | 1.625 | 2.274 | 1.651 | 3.216 | 4.641 | 1.289 |
| 4.947 | 4.069 | **3,219** | 4.715 | 5.132 | 4.946 | 4.934 | 0.827 | 4.110 | 4.323 |
| 1.047 | 1.023 | 4,330 | 3.551 | 4.398 | 2.603 | 1.513 | 1.317 | 4.113 | 1.171 |
| 2.160 | 3.286 | **3,219** | 5.008 | 5.835 | 4.443 | 5.692 | 6.458 | 6.420 | 6.410 |
| 3.437 | 4.315 | 2,402 | 3.724 | 4.977 | 2.237 | 3.348 | 3.577 | 4.924 | 3.505 |
| 2.650 | 4.631 | 4,361 | 2.749 | 4.810 | 4.374 | 2.653 | 2.303 | 2.003 | 4.456 |
| 4.387 | 4.031 | **3,219** | 1.303 | 2.059 | 3.308 | 2.004 | 4.271 | 4.820 | 3.195 |
| 3.349 | 2.733 | 2,041 | 4.734 | 3.214 | 3.010 | 2.136 | **3.298** | 1.895 | 2.561 |
| 5.950 | 5.100 | 5,241 | 8.751 | 8.797 | 5.607 | 6.784 | 5.941 | 8.083 | 5.750 |
| 2.180 | 4.490 | 1,422 | 3.254 | 2.905 | 3.984 | 4.586 | **3.298** | 4.684 | 5.501 |
| 1.096 | 3.067 | 1,154 | 3.048 | 2.318 | 2.521 | 2.126 | 1.073 | 4.016 | 4.150 |
| 2.541 | 3.118 | **3,219** | 1.888 | 3.642 | 1.282 | 3.155 | 0.424 | 3.997 | 1.188 |
| 1.782 | 2.558 | 1,205 | 1.638 | 2.784 | 3.678 | 3.476 | 1.468 | 1.700 | 1.718 |
| 5.260 | 2.272 | **3,219** | 1.292 | 4.339 | 4.104 | 2.877 | 3.287 | 3.006 | 2.248 |
| 3.872 | 3.320 | 1,821 | 3.069 | 1.131 | 3.017 | 1.615 | 1.421 | 3.691 | 2.732 |
| 0.977 | 5.323 | 3,878 | 5.360 | 1.664 | 1.563 | 3.183 | 1.979 | 1.301 | 3.020 |
| 1.538 | 0.544 | **3,219** | 1.379 | 4.166 | 1.871 | 2.308 | 4.817 | 3.755 | 1.849 |
| 3.097 | 3.744 | 2,224 | 2.974 | 2.029 | 3.689 | 3.154 | 0.622 | 2.684 | 3.376 |
| 2.264 | 1.749 | **3,219** | 1.056 | 2.011 | 1.089 | 1.400 | 1.754 | 2.505 | 2.449 |
| 1.922 | 1.135 | 2,030 | 2.992 | 1.665 | 1.782 | 3.061 | **3.298** | 3.322 | 3.144 |
| 5.309 | 1.632 | 5,489 | 0.409 | 6.785 | 5.881 | 5.931 | **3.298** | 7.342 | 5.589 |
| 2.024 | 2.555 | 3,541 | 3.185 | 1.807 | 1.535 | 2.964 | 3.691 | 1.676 | 1.626 |
| 1.962 | 1.450 | 2,667 | 3.870 | 4.081 | 1.627 | 3.066 | 4.395 | 4.515 | 3.001 |
| 3.514 | 6.951 | 1,244 | 2.751 | 2.468 | 2.018 | 2.323 | 1.230 | 4.707 | 1.959 |
| 0.750 | 0.800 | 0,449 | 1.177 | 1.890 | 1.178 | 2.311 | **3.298** | 0.035 | 1.687 |
| 0.537 | 1.374 | 1,158 | 5.727 | 1.508 | 5.355 | 1.709 | **3.298** | 1.359 | 1.518 |
| 10.796 | 10.465 | 10,521 | 8.610 | 8.558 | 8.599 | 8.032 | 10.596 | 8.551 | 8.123 |
| 1.056 | 1.232 | 2,367 | 1.325 | 0.526 | 1.676 | 2.971 | 2.542 | 2.939 | 2.814 |
| 8.118 | 8.500 | 9,924 | 9.254 | 10.405 | 9.636 | 10.348 | 9.218 | 9.805 | 10.046 |
| 4.040 | 4.244 | 3,613 | 3.099 | 4.680 | 6.852 | 2.452 | **3.298** | 4.986 | 5.924 |
| 4.949 | 7.182 | 4,366 | 3.236 | 4.999 | 3.716 | 3.930 | **3.298** | 7.191 | 4.460 |
| 3.296 | 7.442 | 7,542 | 4.733 | 4.720 | 3.237 | 3.182 | **3.298** | 5.351 | 3.424 |
| 5.786 | 6.620 | 6,717 | 5.252 | 5.305 | 5.491 | 6.526 | **3.298** | 6.722 | 4.637 |
| **Tabla 4.34**  *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Exponencial**  **Método de Imputación por Regresiòn**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz | | | | | | | | | |
| *X1* | *X2* | ***X3*** | *X4* | *X5* | *X6* | *X7* | ***X8*** | *X9* | *X10* |
| 6.726 | 6.168 | 3,447 | 4.124 | 4.017 | 4.550 | 5.149 | 4,957 | 6.743 | 3.346 |
| 1.168 | 1.763 | 0,622 | 2.786 | 4.782 | 3.397 | 3.994 | 1,921 | 1.714 | 2.373 |
| 3.238 | 4.557 | **2,849** | 3.335 | 0.641 | 10.599 | 10.406 | 11,662 | 0.222 | 10.237 |
| 0.283 | 0.163 | 0,814 | 2.302 | 1.101 | 2.715 | 0.470 | 0,462 | 0.814 | 2.980 |
| 3.054 | 1.277 | 3,099 | 1.934 | 0.206 | 1.929 | 0.575 | 1,089 | 0.289 | 1.435 |
| 3.483 | 3.547 | 3,129 | 5.710 | 3.334 | 3.645 | 5.478 | **2,386** | 4.686 | 3.469 |
| 0.668 | 1.180 | 3,188 | 2.429 | 4.009 | 3.122 | 2.252 | 1,105 | 4.255 | 2.085 |
| 2.576 | 2.268 | 3,545 | 1.127 | 2.069 | 3.408 | 3.349 | 3,863 | 2.491 | 3.414 |
| 4.385 | 1.285 | **1,403** | 1.937 | 1.812 | 2.162 | 2.081 | 4,421 | 4.249 | 4.599 |
| 1.589 | 1.276 | 2,751 | 0.819 | 2.093 | 2.700 | 2.421 | 2,740 | 2.224 | 2.820 |
| 0.706 | 1.523 | 4,851 | 1.602 | 4.022 | 1.399 | 1.671 | 2,287 | 4.115 | 1.108 |
| 1.721 | 3.194 | 1,051 | 3.420 | 1.406 | 3.575 | 1.586 | **1,102** | 1.712 | 3.696 |
| 1.535 | 1.701 | 1,466 | 1.192 | 2.600 | 3.875 | 2.265 | 1,995 | 1.767 | 3.724 |
| 3.876 | 1.856 | 1,723 | 1.872 | 2.278 | 1.143 | 1.079 | 2,902 | 1.891 | 2.860 |
| 0.737 | 2.047 | **1,057** | 2.488 | 1.351 | 1.041 | 2.934 | 2,882 | 1.617 | 1.052 |
| 2.750 | 5.298 | 2,372 | 5.287 | 5.913 | 4.634 | 4.520 | 3,012 | 4.673 | 3.123 |
| 1.373 | 1.996 | 3,664 | 1.678 | 3.197 | 1.797 | 2.731 | **1,374** | 2.728 | 1.343 |
| 3.386 | 1.849 | **6,399** | 5.218 | 6.036 | 2.054 | 6.604 | 2,182 | 1.310 | 2.984 |
| 4.755 | 3.972 | 1,879 | 3.576 | 2.127 | 2.750 | 1.792 | 1,623 | 2.187 | 3.749 |
| 2.650 | 2.213 | 1,241 | 2.986 | 2.135 | 1.215 | 1.608 | 1,562 | 1.126 | 1.524 |
| 5.571 | 3.181 | **3,909** | 5.382 | 3.060 | 3.755 | 1.035 | 4,237 | 5.737 | 5.339 |
| 1.530 | 2.504 | 2,470 | 2.068 | 1.122 | 0.344 | 3.872 | 1,045 | 3.311 | 1.349 |
| 4.779 | 4.420 | 3,471 | 4.447 | 0.445 | 4.719 | 3.270 | **1,207** | 4.179 | 3.091 |
| 2.452 | 4.650 | **1,098** | 2.951 | 4.005 | 0.832 | 2.911 | 2,574 | 2.371 | 1.803 |
| 2.565 | 2.414 | 0,923 | 2.062 | 5.526 | 2.385 | 1.990 | 2,036 | 2.973 | 2.421 |
| 1.439 | 3.829 | 1,334 | 1.294 | 1.279 | 2.422 | 2.949 | 2,741 | 1.932 | 2.659 |
| 3.888 | 1.524 | 3,675 | 4.748 | 7.131 | 7.411 | 7.808 | 1,854 | 5.252 | 5.882 |
| 1.603 | 1.507 | 4,001 | 2.180 | 1.244 | 1.084 | 2.942 | 1,930 | 2.045 | 1.612 |
| 2.633 | 1.371 | 1,907 | 2.073 | 1.416 | 1.304 | 2.665 | 3,206 | 1.354 | 1.596 |
| 2.086 | 1.962 | 1,252 | 1.197 | 1.661 | 1.713 | 2.182 | **2,601** | 2.399 | 2.791 |
| 2.800 | 1.987 | **6,554** | 1.832 | 6.257 | 1.129 | 6.075 | 7,053 | 1.242 | 6.120 |
| 7.423 | 6.601 | 6,400 | 3.976 | 3.149 | 1.643 | 7.398 | 7,141 | 4.436 | 6.879 |
| 3.786 | 6.453 | **2,226** | 6.418 | 6.050 | 5.496 | 3.591 | 6,079 | 1.401 | 3.806 |
| 1.755 | 6.641 | 1,837 | 5.535 | 3.645 | 5.206 | 3.588 | **6,003** | 3.233 | 1.775 |
| 0.804 | 2.132 | 5,803 | 3.424 | 2.305 | 3.475 | 7.773 | 7,824 | 2.168 | 4.732 |
| 1.661 | 1.418 | 2,400 | 3.917 | 4.567 | 1.186 | 1.240 | 3,133 | 1.511 | 1.656 |
| 4.292 | 4.003 | 3,284 | 4.179 | 3.924 | 4.342 | 4.589 | **4,007** | 1.153 | 4.109 |
| 4.955 | 2.839 | 4,372 | 3.730 | 3.567 | 3.045 | 3.825 | 5,077 | 3.874 | 2.255 |
| 4.301 | 1.327 | **1,673** | 2.704 | 3.954 | 2.647 | 4.671 | 2,970 | 1.283 | 2.873 |
| 2.509 | 1.469 | 3,747 | 3.180 | 7.432 | 4.313 | 7.123 | 4,382 | 7.261 | 4.588 |
| 1.275 | 9.904 | 1,865 | 1.178 | 6.441 | 3.053 | 1.436 | **19,618** | 0.179 | 1.579 |
| 4.694 | 3.156 | **1,429** | 7.665 | 6.024 | 4.361 | 4.524 | 2,119 | 6.514 | 2.655 |
| 0.705 | 3.267 | **3,688** | 0.557 | 2.272 | 2.904 | 1.237 | 2,449 | 1.013 | 2.028 |
| 2.262 | 4.162 | 3,531 | 1.048 | 1.417 | 1.594 | 3.558 | 1,702 | 1.956 | 1.286 |
| 3.973 | 3.493 | 1,691 | 3.246 | 2.600 | 4.683 | 3.667 | 4,641 | 3.274 | 4.739 |
| 1.411 | 1.568 | 0,709 | 1.908 | 2.580 | 1.461 | 2.729 | **5,832** | 2.888 | 0.146 |
| 2.416 | 1.431 | **3,952** | 1.198 | 1.046 | 2.869 | 6.104 | 3,508 | 4.971 | 6.288 |
| 3.240 | 1.273 | **3,411** | 1.785 | 3.923 | 4.030 | 2.579 | 4,832 | 3.118 | 4.303 |
| 1.458 | 2.949 | 2,079 | 3.588 | 1.777 | 3.941 | 1.778 | 1,587 | 1.203 | 1.796 |
| 4.904 | 5.356 | 5,279 | 5.169 | 10.262 | 5.529 | 10.492 | **5,243** | 5.913 | 10.542 |

**Continúa…**

**Viene…**

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| *Efectos de la Imputación en el análisis de datos multivariados*  **Matriz de Datos de variables aleatorias dependientes con distribución Exponencial**  **Método de Imputación por Regresiòn**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz | | | | | | | | | |
| *X1* | *X2* | *X3* | *X4* | *X5* | *X6* | *X7* | *X8* | *X9* | *X10* |
| 0.919 | 4.446 | 1,333 | 4.688 | 2.057 | 4.830 | 0.712 | 4,278 | 0.169 | 4.367 |
| 0.177 | 3.187 | **2,689** | 2.848 | 0.209 | 2.757 | 0.875 | 2,298 | 2.544 | 2.163 |
| 6.596 | 7.337 | 7,012 | 6.574 | 7.968 | 6.449 | 9.439 | **9,492** | 11.604 | 11.447 |
| 0.511 | 0.453 | 2,859 | 3.076 | 0.471 | 1.660 | 3.090 | 3,111 | 2.044 | 3.462 |
| 7.019 | 5.192 | **6,713** | 1.971 | 7.147 | 1.580 | 7.974 | 5,108 | 3.734 | 3.566 |
| 5.082 | 5.470 | 6,423 | 10.571 | 10.914 | 6.174 | 5.790 | 4,342 | 6.142 | 7.809 |
| 5.216 | 0.577 | 0,070 | 4.630 | 5.805 | 6.604 | 6.580 | 2,890 | 6.806 | 0.555 |
| 5.508 | 5.838 | **0,853** | 1.988 | 0.277 | 8.785 | 3.236 | 0,196 | 8.269 | 9.167 |
| 7.531 | 7.868 | **6,397** | 6.971 | 10.050 | 5.283 | 10.384 | 5,845 | 6.612 | 5.274 |
| 1.219 | 2.384 | 2,895 | 1.906 | 5.324 | 2.125 | 4.701 | **3,003** | 2.949 | 2.660 |
| 7.965 | 5.846 | 8,665 | 5.610 | 5.002 | 4.962 | 4.533 | **2,572** | 6.117 | 4.267 |
| 0.773 | 2.720 | 1,633 | 2.129 | 1.205 | 0.556 | 0.720 | **0,919** | 0.521 | 0.184 |
| 0.449 | 2.003 | 4,027 | 2.725 | 2.785 | 2.466 | 4.397 | **4,489** | 4.170 | 2.684 |
| 6.455 | 7.185 | 7,863 | 3.065 | 4.945 | 2.619 | 1.508 | 1,379 | 1.302 | 1.192 |
| 4.833 | 1.780 | 2,271 | 2.454 | 1.586 | 2.595 | 2.939 | 1,324 | 1.128 | 4.257 |
| 1.653 | 2.624 | 0,779 | 0.238 | 0.172 | 1.338 | 2.313 | 1,290 | 1.440 | 2.493 |
| 5.029 | 3.679 | **3,562** | 4.295 | 3.063 | 5.534 | 4.939 | 4,058 | 5.257 | 4.231 |
| 3.027 | 6.997 | 3,002 | 3.647 | 1.625 | 2.274 | 1.651 | 3,216 | 4.641 | 1.289 |
| 4.947 | 4.069 | **4,993** | 4.715 | 5.132 | 4.946 | 4.934 | 0,827 | 4.110 | 4.323 |
| 1.047 | 1.023 | 4,330 | 3.551 | 4.398 | 2.603 | 1.513 | 1,317 | 4.113 | 1.171 |
| 2.160 | 3.286 | **4,052** | 5.008 | 5.835 | 4.443 | 5.692 | 6,458 | 6.420 | 6.410 |
| 3.437 | 4.315 | 2,402 | 3.724 | 4.977 | 2.237 | 3.348 | 3,577 | 4.924 | 3.505 |
| 2.650 | 4.631 | 4,361 | 2.749 | 4.810 | 4.374 | 2.653 | 2,303 | 2.003 | 4.456 |
| 4.387 | 4.031 | **2,075** | 1.303 | 2.059 | 3.308 | 2.004 | 4,271 | 4.820 | 3.195 |
| 3.349 | 2.733 | 2,041 | 4.734 | 3.214 | 3.010 | 2.136 | **2,078** | 1.895 | 2.561 |
| 5.950 | 5.100 | 5,241 | 8.751 | 8.797 | 5.607 | 6.784 | 5,941 | 8.083 | 5.750 |
| 2.180 | 4.490 | 1,422 | 3.254 | 2.905 | 3.984 | 4.586 | **3,642** | 4.684 | 5.501 |
| 1.096 | 3.067 | 1,154 | 3.048 | 2.318 | 2.521 | 2.126 | 1,073 | 4.016 | 4.150 |
| 2.541 | 3.118 | **1,129** | 1.888 | 3.642 | 1.282 | 3.155 | 0,424 | 3.997 | 1.188 |
| 1.782 | 2.558 | 1,205 | 1.638 | 2.784 | 3.678 | 3.476 | 1,468 | 1.700 | 1.718 |
| 5.260 | 2.272 | **3,347** | 1.292 | 4.339 | 4.104 | 2.877 | 3,287 | 3.006 | 2.248 |
| 3.872 | 3.320 | 1,821 | 3.069 | 1.131 | 3.017 | 1.615 | 1,421 | 3.691 | 2.732 |
| 0.977 | 5.323 | 3,878 | 5.360 | 1.664 | 1.563 | 3.183 | 1,979 | 1.301 | 3.020 |
| 1.538 | 0.544 | **1,922** | 1.379 | 4.166 | 1.871 | 2.308 | 4,817 | 3.755 | 1.849 |
| 3.097 | 3.744 | 2,224 | 2.974 | 2.029 | 3.689 | 3.154 | 0,622 | 2.684 | 3.376 |
| 2.264 | 1.749 | **1,348** | 1.056 | 2.011 | 1.089 | 1.400 | 1,754 | 2.505 | 2.449 |
| 1.922 | 1.135 | 2,030 | 2.992 | 1.665 | 1.782 | 3.061 | **4,910** | 3.322 | 3.144 |
| 5.309 | 1.632 | 5,489 | 0.409 | 6.785 | 5.881 | 5.931 | **6,289** | 7.342 | 5.589 |
| 2.024 | 2.555 | 3,541 | 3.185 | 1.807 | 1.535 | 2.964 | 3,691 | 1.676 | 1.626 |
| 1.962 | 1.450 | 2,667 | 3.870 | 4.081 | 1.627 | 3.066 | 4,395 | 4.515 | 3.001 |
| 3.514 | 6.951 | 1,244 | 2.751 | 2.468 | 2.018 | 2.323 | 1,230 | 4.707 | 1.959 |
| 0.750 | 0.800 | 0,449 | 1.177 | 1.890 | 1.178 | 2.311 | **0,697** | 0.035 | 1.687 |
| 0.537 | 1.374 | 1,158 | 5.727 | 1.508 | 5.355 | 1.709 | **5,407** | 1.359 | 1.518 |
| 10.796 | 10.465 | 10,521 | 8.610 | 8.558 | 8.599 | 8.032 | 10,596 | 8.551 | 8.123 |
| 1.056 | 1.232 | 2,367 | 1.325 | 0.526 | 1.676 | 2.971 | 2,542 | 2.939 | 2.814 |
| 8.118 | 8.500 | 9,924 | 9.254 | 10.405 | 9.636 | 10.348 | 9,218 | 9.805 | 10.046 |
| 4.040 | 4.244 | 3,613 | 3.099 | 4.680 | 6.852 | 2.452 | **3,192** | 4.986 | 5.924 |
| 4.949 | 7.182 | 4,366 | 3.236 | 4.999 | 3.716 | 3.930 | **4,846** | 7.191 | 4.460 |
| 3.296 | 7.442 | 7,542 | 4.733 | 4.720 | 3.237 | 3.182 | **4,782** | 5.351 | 3.424 |
| 5.786 | 6.620 | 6,717 | 5.252 | 5.305 | 5.491 | 6.526 | **5,493** | 6.722 | 4.637 |

En la Tabla 4.35 se realiza una comparación entre el valor real y el valor con imputación por la media y regresión.

|  |  |
| --- | --- |
| **Tabla 4.35**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Exponencial**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz | |
| *25% de datos completados en X3 por la Media*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Imputación por Media** | **Error**  **|Dato Observado –**  **Resultado de Imputación por Media|** | | 2.851 | 3.219 | 0,368 | | 1.414 | 3.219 | 1,805 | | 1.069 | 3.219 | 2,150 | | 6.462 | 3.219 | 3,243 | | 3.914 | 3.219 | 0,695 | | 1.131 | 3.219 | 2,088 | | 6.562 | 3.219 | 3,343 | | 2.254 | 3.219 | 0,965 | | 1.689 | 3.219 | 1,530 | | 1.432 | 3.219 | 1,787 | | 3.693 | 3.219 | 0,474 | | 3.960 | 3.219 | 0,741 | | 3.420 | 3.219 | 0,201 | | 2.683 | 3.219 | 0,536 | | 6.730 | 3.219 | 3,511 | | 0.860 | 3.219 | 2,359 | | 6.406 | 3.219 | 3,187 | | 3.578 | 3.219 | 0,359 | | 5.157 | 3.219 | 1,938 | | 4.083 | 3.219 | 0,864 | | 2.061 | 3.219 | 1,158 | | 1.148 | 3.219 | 2,071 | | 3.359 | 3.219 | 0,140 | | 1.913 | 3.219 | 1,306 | | 1.351 | 3.219 | 1,868 | | *25% de datos completados en X3 por Regresión*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción |** | | 2.851 | 2.849 | 0,002 | | 1.414 | 1.403 | 0,011 | | 1.069 | 1.057 | 0,012 | | 6.462 | 6.399 | 0,063 | | 3.914 | 3.909 | 0,005 | | 1.131 | 1.098 | 0,033 | | 6.562 | 6.554 | 0,008 | | 2.254 | 2.226 | 0,028 | | 1.689 | 1.673 | 0,016 | | 1.432 | 1.429 | 0,003 | | 3.693 | 3.688 | 0,005 | | 3.960 | 3.952 | 0,008 | | 3.420 | 3.411 | 0,009 | | 2.683 | 2.689 | 0,006 | | 6.730 | 6.713 | 0,017 | | 0.860 | 0.853 | 0,007 | | 6.406 | 6.397 | 0,009 | | 3.578 | 3.562 | 0,016 | | 5.157 | 4.993 | 0,164 | | 4.083 | 4.052 | 0,031 | | 2.061 | 2.075 | 0,014 | | 1.148 | 1.129 | 0,019 | | 3.359 | 3.347 | 0,012 | | 1.913 | 1.922 | 0,009 | | 1.351 | 1.348 | 0,003 | |

**Elaborado por**: G. Cuenca

**Continúa…**

**Viene…**

|  |  |
| --- | --- |
| *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Exponencial**  **Comparación de los Métodos de Imputación**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz | |
| *25% de datos completados en X8 por la Media*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Imputación por Media** | **Error**  **|Dato Observado –**  **Resultado de Imputación por Media|** | | 2.390 | 3.298 | 0,908 | | 1.060 | 3.298 | 2,238 | | 1.383 | 3.298 | 1,915 | | 1.219 | 3.298 | 2,079 | | 2.582 | 3.298 | 0,716 | | 5.997 | 3.298 | 2,699 | | 3.952 | 3.298 | 0,654 | | 19.664 | 3.298 | 16,366 | | 5.859 | 3.298 | 2,561 | | 5.255 | 3.298 | 1,957 | | 9.518 | 3.298 | 6,22 | | 2.947 | 3.298 | 0,351 | | 2.566 | 3.298 | 0,732 | | 0.929 | 3.298 | 2,369 | | 4.580 | 3.298 | 1,282 | | 2.080 | 3.298 | 1,218 | | 3.767 | 3.298 | 0,469 | | 4.930 | 3.298 | 1,632 | | 6.314 | 3.298 | 3,016 | | 0.704 | 3.298 | 2,594 | | 5.413 | 3.298 | 2,115 | | 3.183 | 3.298 | 0,115 | | 4.859 | 3.298 | 1,561 | | 4.800 | 3.298 | 1,502 | | 5.525 | 3.298 | 2,227 | | *25% de datos completados en X8 por Regresión*   |  |  |  | | --- | --- | --- | | **Dato Observado** | **Resultado de Predicción** | **Error**  **| Dato Observado –**  **Resultado de Predicción |** | | 2.390 | 2.386 | 0,004 | | 1.060 | 1.102 | 0,042 | | 1.383 | 1.374 | 0,009 | | 1.219 | 1.207 | 0,012 | | 2.582 | 2.601 | 0,019 | | 5.997 | 6.003 | 0,006 | | 3.952 | 4.007 | 0,055 | | 19.664 | 19.618 | 0,046 | | 5.859 | 5.832 | 0,027 | | 5.255 | 5.243 | 0,012 | | 9.518 | 9.492 | 0,026 | | 2.947 | 3.003 | 0,056 | | 2.566 | 2.572 | 0,006 | | 0.929 | 0.919 | 0,010 | | 4.580 | 4.489 | 0,091 | | 2.080 | 2.078 | 0,002 | | 3.767 | 3.642 | 0,125 | | 4.930 | 4.910 | 0,020 | | 6.314 | 6.289 | 0,025 | | 0.704 | 0.697 | 0,007 | | 5.413 | 5.407 | 0,006 | | 3.183 | 3.192 | 0,009 | | 4.859 | 4.846 | 0,013 | | 4.800 | 4.782 | 0,018 | | 5.525 | 5.493 | 0,032 | |

**Elaborado por**: G. Cuenca

Se puede notar, por medio de la Tabla 4.35 que la diferencia en valor absoluto entre el dato observado y el estimado de cada variable es menor en el Método de Imputación por Regresión.

|  |  |
| --- | --- |
| **CUADRO 4.44**  *Efectos de la Imputación en el Análisis de Datos Multivariados*  **Variables aleatorias dependientes con distribución Exponencial**  **Método de Imputación por la Media y Regresión**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz  **Tabla y Diagrama de la “*Variable*** *X****3*” y “*Variable*** *X****8*”** | |
| **Estimadores “*Variable*** *X****3*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 100 | 75 | 100 | 100 | | Media | | 3,206 | 3,219 | 3,219 | 3,201 | | Mediana | | 2,801 | 2,751 | 3,219 | 2,800 | | Moda | | 0,070 | 0,070 | 3,220 | 0,070 | | Varianza | | 4,528 | 4,901 | 3,663 | 4,518 | | Desviación Estándar | | 2,128 | 2,214 | 1,914 | 2,126 | | Error Estándar | | 0,213 | 0,256 | 0,191 | 0,213 | | **Coeficiente de Asimetría** | | 1,194 | 1,294 | 1,486 | 1,198 | | Curtosis | | 1,351 | 1,630 | 3,139 | 1,372 | | Rango | | 10,450 | 10,450 | 10,450 | 10,450 | | Mínimo | | 0,070 | 0,070 | 0,070 | 0,070 | | Máximo | | 10,520 | 10,520 | 10,520 | 10,520 | | Percentiles | 25 | 1,508 | 1,633 | 1,886 | 1,508 | | 50 | 2,801 | 2,751 | 3,219 | 2,800 | | 75 | 4,021 | 4,027 | 3,596 | 4,021 | | **Diagrama de Cajas “*Variable*** *X****3*”** |
| **Estimadores “*Variable*** *X****8*”**   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Estimadores** | | **Datos Originales** | **Datos Incompletos** | **Datos Completados por la Media** | **Datos Completados por Regresión** | | n | | 100 | 75 | 100 | 100 | | Media | | 3,588 | 3,298 | 3,298 | 3,585 | | Mediana | | 2,959 | 2,882 | 3,298 | 2,987 | | Moda | | 0,200 | 0,200 | 3,300 | 0,200 | | Varianza | | 7,626 | 5,164 | 3,860 | 7,599 | | Desviación Estándar | | 2,762 | 2,273 | 1,965 | 2,757 | | Error Estándar | | 0,276 | 0,262 | 0,197 | 0,276 | | **Coeficiente de Asimetría** | | 2,576 | 1,484 | 1,704 | 2,573 | | Curtosis | | 11,269 | 2,742 | 4,597 | 11,234 | | Rango | | 19,470 | 11,470 | 11,470 | 19,420 | | Mínimo | | 0,200 | 0,200 | 0,200 | 0,200 | | Máximo | | 19,660 | 11,660 | 11,660 | 19,620 | | Percentiles | 25 | 1,715 | 1,623 | 1,983 | 1,715 | | 50 | 2,959 | 2,882 | 3,298 | 2,987 | | 75 | 4,813 | 4,382 | 3,820 | 4,808 | | **Diagrama de Cajas “*Variable*** *X****8*”** |

**Elaborado por**: G. Cuenca

Al realizar la imputación por la media y regresión se obtuvieron los siguientes resultados en la variable *X****3*** (Ver Cuadro 4.44):

El valor de la media de los “datos completados” por *la media* aumenta, comparándolo con los “datos originales” y completados por *regresión.*

El valor de la varianza de los “datos completados” por la *media* disminuye de 4.528 a 3.663, mientras que en los datos completados por regresión este valor se incrementa a 4.518, comparándolo con el valor anterior y es muy cercano al valor de la varianza de los datos originales.

Mientras que en la variable *X****8,*** el valor de la media de los “datos completados” por *la media* aumenta, comparándolo con los “datos originales” y completados por *regresión.*

El valor de la varianza de los “datos completados” por la *media* disminuye de 7.626 a 3.860. Esta variable presenta valores atípicos.

El vector de medias con veinticinco datos completados por la media en *X3* y veinticinco en *X8* es:
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Mientras que el vector de medias con veinticinco datos completados por la regresión en *X3* y veinticinco en *X8* es:

![](data:image/x-wmf;base64,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)

El efecto que causa en la *matriz de varianzas y covarianzas* y *matriz de correlaciones*, el completar 10% de datos faltantes en una matriz de tamaño 100, por medio de la imputación por media y regresión, se presenta en el Cuadro 4.45.

|  |
| --- |
| **CUADRO 4.45**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Exponencial**  **Método de Imputación por Media y Regresión**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz |
| **Matriz de Varianzas y Covarianzas**  **(Datos Originales)**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 4.386 |  |  |  |  |  |  |  |  |  | | *X*2 | 2.700 | 4.854 |  |  |  |  |  |  |  |  | | *X*3 | 2.701 | 2.336 | 4.528 |  |  |  |  |  |  |  | | *X*4 | 2.165 | 2.247 | 2.041 | 3.978 |  |  |  |  |  |  | | *X*5 | 2.780 | 2.346 | 3.072 | 2.968 | 6.029 |  |  |  |  |  | | *X6* | 2.252 | 1.997 | 1.489 | 2.269 | 2.240 | 4.084 |  |  |  |  | | *X7* | 2.706 | 1.857 | 2.925 | 2.329 | 3.696 | 2.695 | 5.563 |  |  |  | | *X8* | 1.637 | 2.954 | 2.226 | 1.497 | 2.897 | 2.173 | 3.059 | 7.626 |  |  | | *X9* | 3.019 | 2.133 | 2.366 | 2.365 | 3.272 | 2.508 | 3.039 | 1.543 | 5.322 |  | | *X10* | 2.552 | 2.045 | 2.371 | 2.044 | 2.521 | 3.192 | 3.685 | 2.716 | 2.939 | 5.072 | |
| **Matriz de Varianzas y Covarianzas**  **25% Datos Completados por Media en “*Variable*** *X****3*” y 25% en “*Variable*** *X****8*”**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 4.386 |  |  |  |  |  |  |  |  |  | | *X*2 | 2.700 | 4.854 |  |  |  |  |  |  |  |  | | *X*3 | 2.402 | 2.182 | 3.663 |  |  |  |  |  |  |  | | *X*4 | 2.165 | 2.247 | 1.826 | 3.978 |  |  |  |  |  |  | | *X*5 | 2.780 | 2.346 | 2.401 | 2.968 | 6.029 |  |  |  |  |  | | *X6* | 2.252 | 1.997 | 1.509 | 2.269 | 2.240 | 4.084 |  |  |  |  | | *X7* | 2.706 | 1.857 | 2.224 | 2.329 | 3.696 | 2.695 | 5.563 |  |  |  | | *X8* | 1.611 | 1.419 | 1.629 | 1.522 | 1.735 | 1.728 | 2.697 | 3.860 |  |  | | *X9* | 3.019 | 2.133 | 2.404 | 2.365 | 3.272 | 2.508 | 3.039 | 1.139 | 5.322 |  | | *X10* | 2.552 | 2.045 | 2.138 | 2.044 | 2.521 | 3.192 | **3.685** | 2.296 | 2.939 | 5.072 | |
| **Matriz de Varianzas y Covarianzas**  **25% Datos Completados por Regresión en “*Variable*** *X****3*” y 25% en “*Variable*** *X****8*”**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 4.386 |  |  |  |  |  |  |  |  |  | | *X*2 | 2.700 | 4.854 |  |  |  |  |  |  |  |  | | *X*3 | 2.697 | 2.335 | 4.518 |  |  |  |  |  |  |  | | *X*4 | 2.165 | 2.247 | 2.037 | 3.978 |  |  |  |  |  |  | | *X*5 | 2.780 | 2.346 | 3.065 | 2.968 | 6.029 |  |  |  |  |  | | *X6* | 2.252 | 1.997 | 1.487 | 2.269 | 2.240 | 4.084 |  |  |  |  | | *X7* | 2.706 | 1.857 | 2.919 | 2.329 | 3.696 | 2.695 | 5.563 |  |  |  | | *X8* | 1.639 | 2.950 | 2.228 | 1.498 | 2.895 | 2.172 | 3.056 | 7.599 |  |  | | *X9* | 3.019 | 2.133 | 2.367 | 2.365 | 3.272 | 2.508 | 3.039 | 1.536 | 5.322 |  | | *X10* | 2.552 | 2.045 | 2.369 | 2.044 | 2.521 | 3.192 | 3.685 | 2.713 | 2.939 | 5.072 | |

**Elaborado por**: G. Cuenca

|  |
| --- |
| **CUADRO 4.46**  *Efectos de la Imputación en el análisis de datos multivariados*  **Variables aleatorias dependientes con distribución Exponencial**  **Método de Imputación por Media y Regresión**  Tamaño de muestra n=100 y 5% de datos faltantes en la matriz |
| **Matriz de Correlaciones**  **(Datos Originales)**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 1.000 |  |  |  |  |  |  |  |  |  | | *X*2 | 0.585 | 1.000 |  |  |  |  |  |  |  |  | | *X*3 | 0.606 | 0.498 | 1.000 |  |  |  |  |  |  |  | | *X*4 | 0.518 | 0.511 | 0.481 | 1.000 |  |  |  |  |  |  | | *X*5 | 0.541 | 0.434 | 0.588 | 0.606 | 1.000 |  |  |  |  |  | | *X6* | 0.532 | 0.448 | 0.346 | 0.563 | 0.451 | 1.000 |  |  |  |  | | *X7* | 0.548 | 0.357 | 0.583 | 0.495 | 0.638 | 0.565 | 1.000 |  |  |  | | *X8* | 0.283 | 0.486 | 0.379 | 0.272 | 0.427 | 0.389 | 0.470 | 1.000 |  |  | | *X9* | 0.625 | 0.420 | 0.482 | 0.514 | 0.578 | 0.538 | 0.559 | 0.242 | 1.000 |  | | *X10* | 0.541 | 0.412 | 0.495 | 0.455 | 0.456 | 0.701 | 0.694 | 0.437 | 0.566 | 1.000 | |
| **Matriz de Correlaciones**  **25% Datos Completados por Media en “*Variable*** *X****3*” y 25% en “*Variable*** *X****8*”**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 1.000 |  |  |  |  |  |  |  |  |  | | *X*2 | 0.585 | 1.000 |  |  |  |  |  |  |  |  | | *X*3 | 0.599 | 0.517 | 1.000 |  |  |  |  |  |  |  | | *X*4 | 0.518 | 0.511 | 0.478 | 1.000 |  |  |  |  |  |  | | *X*5 | 0.541 | 0.434 | 0.511 | 0.606 | 1.000 |  |  |  |  |  | | *X6* | 0.532 | 0.448 | 0.390 | 0.563 | 0.451 | 1.000 |  |  |  |  | | *X7* | 0.548 | 0.357 | 0.493 | 0.495 | 0.638 | 0.565 | 1.000 |  |  |  | | *X8* | 0.392 | 0.328 | 0.433 | 0.388 | 0.360 | 0.435 | 0.582 | 1.000 |  |  | | *X9* | 0.625 | 0.420 | 0.544 | 0.514 | 0.578 | 0.538 | 0.559 | 0.251 | 1.000 |  | | *X10* | 0.541 | 0.412 | 0.496 | 0.455 | 0.456 | 0.701 | 0.694 | 0.519 | 0.566 | 1.000 | |
| **Matriz de Correlaciones**  **25% Datos Completados por Regresión en “*Variable*** *X****3*” y 25% en “*Variable*** *X****8*”**   |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | |  | *X*1 | *X*2 | *X*3 | *X*4 | *X*5 | *X6* | *X7* | ***X8*** | *X9* | *X10* | | *X*1 | 1.000 |  |  |  |  |  |  |  |  |  | | *X*2 | 0.585 | 1.000 |  |  |  |  |  |  |  |  | | *X*3 | 0.606 | 0.499 | 1.000 |  |  |  |  |  |  |  | | *X*4 | 0.518 | 0.511 | 0.480 | 1.000 |  |  |  |  |  |  | | *X*5 | 0.541 | 0.434 | 0.587 | 0.606 | 1.000 |  |  |  |  |  | | *X6* | 0.532 | 0.448 | 0.346 | 0.563 | 0.451 | 1.000 |  |  |  |  | | *X7* | 0.548 | 0.357 | 0.582 | 0.495 | 0.638 | 0.565 | 1.000 |  |  |  | | *X8* | 0.284 | 0.486 | 0.380 | 0.272 | 0.428 | 0.390 | 0.470 | 1.000 |  |  | | *X9* | 0.625 | 0.420 | 0.483 | 0.514 | 0.578 | 0.538 | 0.559 | 0.242 | 1.000 |  | | *X10* | 0.541 | 0.412 | 0.495 | 0.455 | 0.456 | 0.701 | 0.694 | 0.437 | 0.566 | 1.000 | |

**Elaborado por**: G. Cuenca

Se puede apreciar en el Cuadro 4.45, que los únicos valores que cambian son las covarianzas de la variable *X3* y *X8* con las demás variables, donde la covarianza entre *X3*  y *X5* , disminuye de 3.072 a 2.401.

En la matriz de varianzas y covarianzas de los datos completados por regresión, el valor de las covarianzas de variable *X3* y *X8* con las demás variables se incrementa, comparándolo con la matriz de varianzas y covarianzas de los “datos completados” por *la media.*

Por otro lado, analizando el efecto que causa en la matriz de correlaciones, podemos apreciar en le Cuadro 4.46 que también los únicos valores que cambian son los de la correlación de *X3* y *X8* con las demás variables, puesto que a estas variables se les completó datos por medio de los métodos de imputación; donde la mayor correlación se da entre las variables *X6*  y *X10*, es decir 0.701, seguida por 0.694 entre las variables *X7*  y *X10*. En la matriz de correlaciones con 25% de datos completados por la media en *X3* y 25% en *X8*, la correlación entre *X3*  y *X5* disminuye de 0.588 a 0.511, mientras que en la matriz de datos completados por regresión, este valor es 0.587, es decir tiende al valor observado.