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1 Introduction 

The vast majority of the world's text data has been created in the last years, originating from 

sources like the World Wide Web, social media, news, forums, digital repositories, mails, 

medical records, and databases. Much of these data inherently lacks coherent structure. 

There is far too much data for human users to process and categorize manually. Therefore, 

exists an enormous need to design methods that can effectively process a wide variety of 

text applications in different knowledge areas [1]. 

The educational context is no exception; large volumes of information are available in 

several ways. This enormous amount of text data is continuously generated by different 

types of users in informal and formal settings such as tutorials, textbooks, forums, blogs, 

papers, and slides. These data appear in different formats and structures that need to be 

understood and evaluated to be further used. However, to understand data on a large scale, 

it is needed to analyze semantics and have a higher degree of reasoning and understanding 

of language [2].  These objectives cannot be done with traditional text processing 

techniques but using more challenging techniques such as Natural Language Processing 

and Machine Learning. 

Natural Language Processing (NLP)  is an artificial intelligence field focused on allowing 

computers to have the ability to understand, process, and analyze the human language that 

includes the production of an infinite amount of data [3]. NLP includes algorithms that collect 

human-produced text as input and algorithms that produce natural-looking text as outputs. 

At the same time, Machine Learning (ML) is another branch of artificial intelligence based 

on the idea that computational systems can learn from data, make decisions and identify 

patterns with minimal human intervention [4].  These areas of artificial intelligence are the 

most promising avenue for providing tools, methods, and algorithms that extract meaningful 

information and insights from large volumes of data from multiple sources and languages 

in various scientific fields [5].  

The data can be found in some formats. Structured data is easily organizable and follows a 

rigid format. This form of data can be found in databases and collections of text documents. 

On the other hand, unstructured data comprises most data found in all organizations. It’s 
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often found in highly unstructured environments like web pages, chats and other web-

centric platforms. 

Beyond structured and unstructured data, there is a third schema, which basically is a mix 

between them. The type of data defined as semi-structured data has some defining or 

consistent characteristics but does not form a structure as rigid as it is expected with a 

relational database.  Both unstructured and semi-structured data require text preprocessing 

techniques to convert their formatting into a structured, multi-dimensional representation. 

In education, multiple learning contents are presented as structured and semi-structured 

data. Some of these educational materials, created by experts, can be considered useful 

by teachers who are looking for resources for those who need to learn about a course.  The 

extensive collection of online learning materials helps them not to have to create the content 

themselves because they can use the best of what is available [6].   Tutors regularly take 

advantage of textbooks with hierarchical structures (table of contents, links, sections, 

references) that explain the semantic relationship between different topics and subtopics, 

as a guide in the curricula-design process that cover content knowledge [7] to be transmitted 

to students. 

Social networks are a growing source of unstructured data, with information continuously 

generated by users in informal environments. Commonly, the information is highly dynamic 

and involves interaction among several participants in a wide range of topics. In the 

educational context, it is observed that students share information about events, activities, 

opinions, and experiences at the university on social networks, so that the networks 

concerning educational topics are populated with unstructured data. 

Consequently, many educational resources available for the same domain do not offer 

quality content. Both students and teachers can be lost in this large volume of data, having 

to go through a great deal of non-relevant content before reaching the suitable materials. 

Thus, it becomes necessary to know the most relevant content to facilitate a better 

understanding of the domain and for the reuse, transfer, and creation of knowledge [8].. 

Ontologies are the best way to share a common understanding of information structure 

among people or software agents [9] [10]. They can be useful tools for visual representation 

and conceptual structuring of domain knowledge because they function as a cognitive tool 

that can facilitate both communication and teacher/student interaction. 
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Ontologies can be defined as abstract models focused on capturing domain knowledge in 

a general way and providing a commonly accepted understanding of a domain that can be 

reused and shared between applications and groups [11]. However, the generation of 

educational ontologies is a complex and high-cost process, usually carried out by semantics 

experts and domain knowledge experts. Given these factors, the generation of automatic 

educational ontologies, becomes key to solving the ontology-building cost barrier.  

Therefore, these ontologies can be used by both teachers and systems to recommend 

materials, provide feedback to students or to monitor discussion forums. Considering also 

other potential uses of ontologies in the field of education, it is possible to enumerate the 

following contributions of this doctoral thesis, through two approaches followed in this work:   

A first approach to (semi-)automatically generate educational ontologies extracted from 

existing learning materials such as digital books or web content. Which is possible through 

a series of natural language processing steps and, the semi-structured information present 

in existing content is transformed into a concept-graph. This work also evaluates the 

proposed approach by applying it to learning content for different courses and measuring 

the quality of the extracted ontologies against manually generated ones. Then, an assistant 

system that uses generated educational ontologies to support teachers in the unit design of 

a course was built to prove that course-based ontologies can be readily used to provide 

domain information to other educational and learning analytics tools.  In order to ensure the 

quality of the curricula generated, the use of functionalities implemented by Natural 

Language Processing and Machine Learning techniques has been considered, so 

educators can validate if the content of their documents was covered by curriculum 

standards, such as the Computer Science curricula, CS2013. 

The second approach is related to ontologies generation from posts related to education 

topics in social networks through data mining, machine learning, deep learning, and natural 

language processing techniques. This work collects, analyses, and processes publications 

from students and other users on social networks. From these unstructured data collections, 

domain ontologies are constructed from relevant concepts identified in this content related 

to user interests, course experiences, university life, and other academic aspects. 

 

 



13 
 

1.1 Justification 

During the last years, visual knowledge representation has become one of the critical 

considerations in knowledge engineering methodology, and ontologies are considered as 

the most universal and shareable forms of such representation and modeling. For this 

reason, the definition and visualization of conceptual models are strongly associated with 

ontology design and development [12]. These ontologies, which form a conceptual skeleton 

of the modeled domain, might serve various purposes such as better understanding and 

knowledge creation.  

Ontologies are also widely and effectively used in education, and many learning ontologies 

have been developed for several disciplines [13] [14] and other related approaches such as 

collaborative learning [15] and adaptive educational systems [16] and intelligent curriculum 

design [17].  A new research field related to educational research is learning analytics. It 

focuses on the measurement, collection, analysis, and reporting of data about learners and 

their contexts for understanding and optimizing learning and the environments in which it 

occurs [18]. In addition to educational research, this area also converges educational 

technologies analysis techniques from Artificial Intelligence, Data Science and Human-

Centered Design. 

Another clear usage of ontologies in the education field is an Intelligent Curriculum, which 

can be defined as the representation of the domain knowledge usually taught in a course 

in a way that is amenable to be understood and processed by a computational system [17].  

However, in the educational field, automatically extracting ontologies from existing semi-

structured text applied to education, and particularly for the creation of intelligent curriculum, 

is a field with scarce research studies.  At the same time, this field is in the need of many 

application possibilities within the fields of learning analytics, where the most successful 

approaches have been proposed by Guerra at al. [19] and Taker [20] to create links 

between textbooks chapters and subchapters. These links formed networks of connected 

textbooks sections that were used to recommend those learning materials. As successful 

as it is, these attempts fail short of creating a fully functional ontology that goes beyond 

linking part of educational materials and represents the domain knowledge of a course. 

The proposed approach focuses first on the generation of educational ontologies that could 

perform the concept of intelligent curricula using digital books and then on the improvement 

of the quality of the curricula of Computer Science courses. This can be achieved by 
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evaluating its knowledge domain concerning those established in curricular standards 

chosen for each discipline. These approaches can contribute to the professional student 

training through the usage of the system for curricular design, which leads to the 

enhancement of decision making by educators and academic authorities; and, in the quality 

improvement of the curricula content, created by teachers. 

Moreover, developing a domain knowledge ontology repository is an expensive, time-

consuming task, and static knowledge ontologies are difficult to maintain. For this reason, 

this approach also contributes to resolve the ontology-building cost barrier that limits the 

use of the Intelligent Curriculum for educational and Learning Analytics applications. 

Besides, it allows us to automatically obtain adaptive and flexible domain ontologies, easy 

to maintain by users. In this way, attributes such as book sources, the topics hierarchy 

levels, the ontology size, the depth of the topics, and even the language are easy to 

configure. 

To conclude, this research tries to demonstrate that once the concept hierarchy issue is 

resolved, the approach center on the generation of course-ontologies through digital books 

can be adjusted to achieve ontologies creation processes from unstructured text. The 

documents used in this part of the research were social network posts that referred to 

academic topics related to educational institutions. The resulting ontologies provide a 

comprehensive visualization that fosters the understanding of the extracted knowledge 

content and could give tutors and educational authorities the possibility to obtain valuable 

and useful information and discover insights to improve academic issues and student life. 

 

1.2 Research questions and objectives 

This doctoral thesis aims to answer the following research questions:  

RQ1:  In a semi-automatic way and with the support of Machine Learning and Natural 

Language Processing techniques, is it possible to generate domain ontologies from the 

following sources? 

a) Semi-structured data such as texts of books, tutorials and courses from different 

academic disciplines 

b) Unstructured data, such as social networks publications related to education 

topics. 
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RQ2:  Can the automatically generated domain course ontologies be useful in the fields of 

educational and learning analytics? 

Figure 1-1 shows the connection between the research questions and the research papers 

associated with each of them. 

 

Figure 1-1. Connections between the research questions and papers 

 

The answer to research question 1a is presented on the research works described in the 

articles: "Assisted curriculum design based on the generation of domain ontologies and the 

use of NLP techniques" and "Semi-Automatic Generation of Intelligent Curricula to Facilitate 

Learning Analytics. " The former was published in IEEE Second Ecuador Technical 

Chapters Meeting (ETCM) proceedings and the latter was nominated as best paper in the 

Short Paper category at the 9th International Learning Analytics and Knowledge (LAK) 

Conference in 2019. The aim of both works, was the automatic generation of ontologies 

from semi-structured digital books and educational resources, through an original 

combination of NLP and machine learning methods. 
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The answer to research question 1bis found on the work described in the article: "What do 

students say about their universities? Generation of ontologies from user posts content in 

social networks", published in edition 23 of the Iberian Journal of Information Systems and 

Technologies (RISTI). This paper presents an approach for the ontologies processing from 

unstructured text, which is derived from the framework for ontologies automatic generation 

from digital books. 

Finally, the second research question is answered in the paper: "Curriculum design 

assistant system based in automatically-generated educational ontologies", sent to the 

IEEE-RITA (Revista Iberoamericana de Tecnologías de Aprendizaje) Journal. This work 

seeks to verify the usefulness of educational ontologies, through the construction and 

evaluation of an assistant system for curriculum design available for teachers and tutors. 

1.3 Objectives 

This research thesis includes the following objectives 

1. Generate an automatic way, course-based ontologies from texts and digital 

publications, to model the knowledge of specific Computer Science courses. 

2. Apply the resulting educational ontologies, in a useful assistant system, to help the 

educators to design curricular academic programs. 

3. Assure quality contents and references published in the curricula, through the 

comparison between the curricula registered in the system by teachers and 

curricular course standards, such as CS2013 of ACM/IEEE.  

4. Build domain ontologies related to specific topics from unstructured data such as 

social network publications. 

 

1.4 Document Organization 

Chapter 1 presents the organization of this doctoral thesis; Chapter 2 contains the 

theoretical foundations of the proposed approaches, while chapter 3 deals with a summary 

of previous research on ontologies for education and its applications in the field of Learning 

Analytics. 

Chapter 4 presents and approach for the automatic generation of educational ontologies 

from digital textbooks, followed by experiments and evaluations with teachers. Chapter 5 

presents the design and implementation of a functional assistant system that uses 
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automatically generated ontologies from textbooks to support instructors to design or re-

design the curriculum of their courses. Additionally, it includes the evaluation of the 

perception of teachers about the usefulness, easiness, engagement, and other aspects 

related to the course-domain ontologies.    

Chapter 6 deals with a derived approach used for the generation of ontologies from social 

media publications related to education, followed by experiments and evaluations. Finally, 

chapter 7 includes the general conclusions of this work.  
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2 Theoretical framework 

This chapter will introduce the key concepts that have been used in the development of this 

work. First, ontology definitions and its usages in different fields will be described; second, 

selected tools for developing ontologies will be presented. Next, NLP techniques will be 

explained; fourth, document classification algorithms will be described, and finally, the 

chapter ends with an explanation about similarity measures and topic modeling techniques. 

2.1 Ontologies 

Ontology is a declarative representation of a precise domain specification, including the 

glossary of the domain terms and the logical expressions describing the meanings and the 

relationships of these terms; thus, it allows structured sharing of knowledge related to the 

domain [10]. The concepts and relationships are universal for a particular class of objects 

in a subject area. In contrast, the relationships between concepts in ontologies can be of 

different types e.g., "is," "has part," "has a property of." 

 

Ontologies can be considered the explicit and abstract model representation of finite sets 

of terms and concepts already defined, including knowledge management, artificial 

intelligence, knowledge engineering, systems engineering, and intelligent information 

integration [21]. In information sciences, ontologies refer to an engineering artifact,  

composed by a  vocabulary used to describe a particular reality, plus a set of explicit 

assumptions concerning the intended meaning of the vocabulary words [22].   Commonly, 

these ontologies provide us with the tools (conceptual modeling grammar) to validate the 

schemas and conceptual models we use against reality.  

Ontologies aim to capture the domain knowledge and provide a commonly agreed 

understanding of a domain that may be reused and shared across applications and groups 

[11].  The creation of ontologies and explanation of the processes can indicate the extent 

and nature of the knowledge and understanding. Knowledge entities that represent the 

static knowledge of the domain are stored in hierarchical order in the knowledge repository 

and can be reutilized by more users.  At the same time, those knowledge entities could be 

reused in descriptions of the properties or a methodological approach applied in the context 

of another related knowledge entity [13]. 
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Meta-ontology provides a more general description dealing with higher-level abstractions 

like mind maps [23] and concept maps [24]. Based on Kudryavtsev and Gavrilova’s work 

[25], figure 2-1 illustrates different ontology classifications in the form of a mind map.  

 

Figure 2-1. Ontology classifications summary in a mind-map 

 

This representation may be identified as the knowledge map. Such maps are graphical tools 

for organizing and describing knowledge. Knowledge maps are now extensively used for 

visualizing ontologies at the design stage, while ontology editors promote the development 

stage. People recall more central ideas when they learn from a concept map than when 

they learn from text, and those with low verbal capacity or low prior knowledge often benefit 

the most. It seems that knowledge maps reduce cognitive load. The use of knowledge maps 

also looks to amplify the benefits associated with scripted cooperation [26]. Learning from 

maps and communication via maps are enhanced by active processing strategies such as 

summarization or annotation and by designing maps according to Gestalt principles of 

organization [27].  

Ontologies are formal, explicit specification of a shared conceptualization and give a shared 

vocabulary, which can be applied to model a domain that is, the type of objects, and 

concepts that exist, and their properties and relations [12].  They can be represented as a 

graph where every node of this graph represents a domain concept. Nodes also have other 

information attached, like attributes, relationships, and rules (or axioms). A relationship is a 
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link that points from one concept to another concept.  It expresses how the two concepts 

relate to each other.  

So, we try to envisage the knowledge of domain L and to find a group of terms representing 

relevant concepts in L.  The result of this process is a list of terms. 

𝐿 = (𝐶1, 𝐶2, 𝐶3) 

L is a conceptualization of K (Knowledge), and C1, C2, and C3 are ontology concepts.  

Although it is possible to identify a wide variety of ontologies that model context under 

different approaches, it is not yet possible to speak of a consensus model that can be widely 

used for context modeling in multiple applications. In addition to the existing ontological 

models, only a few are available to be studied in detail and especially to be reused. 

Particularly, about ontology-based context modeling, the following ontologies can be 

highlighted: 

 AIISO - Academic Institution Internal Structure Ontology [28], implements classes 

and properties to determine the internal organizational structure of an academic 

institute. AIISO is designed to work in cooperation with Participation Schema FOAF 

[29]. 

 Bologna Ontology - This ontology [30] originates from a lexicon defining terms 

related to the Bologna Reform.  It focuses mainly on study tracking, student mobility, 

and applications for end-users at universities such as a faceted search and browsing 

system for course information. 

 SUMO - Suggested Upper Merged Ontology [31], listed as a base ontology for a 

variety of information processing computer systems. It was originally oriented to 

meta-level concepts (general entities that do not belong to a specific problem 

domain) and would naturally lead to an encyclopedia’s categorization scheme. It has 

now expanded considerably to include a mid-level ontology and dozens of domain 

ontologies. 

 DOLCE - Descriptive Ontology for Linguistic and Cognitive Engineering [32]. It has 

a clear cognitive bias, as it aims to capture the ontological categories underlying 

natural language and human common sense. The categories it introduces are 

thought of as cognitive artifacts, which ultimately depend on human perception, 

cultural footprints, and social conventions. In this sense, the ontologies categories 
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claim to be only descriptive notions that help to make explicit the conceptualizations 

already formed. 

 COBRA-ONT - Ontology for context-aware pervasive computing environments [33], 

is a collection of ontologies expressed in OWL to describe context information in 

intelligent spaces. It is categorized into four related topics: i) ontology on physical 

sites, ii) ontology on agents, iii) ontology on the context of agent location, and iv) 

ontology to describe the activities of agents. 

 CONON – Ontology-based Context Modeling and Reasoning using OWL [34] 

consists of a higher context ontology that captures the general concepts of a basic 

context, extends new ontologies, and adds the concepts of a specific domain of 

ubiquitous computing. This ontology defines a vocabulary based on four contextual 

entities: people, location, computational entities, and activities. 

 MOD - stands for Metadata for Ontology Description and publication [35]. MOD 

proposes a set of metadata elements that can be used to describe the ontologies, 

for instance, in ontology libraries and repositories. Like any other resource 

ontologies also need to be described. 

 Rei Policy Ontology [36]. This ontology specifies a generic vocabulary to model the 

context related to the concepts: people, security and privacy policies, actions, 

agents, beliefs-desires-intentions, time, space, and events. 

 Soupa ontology [37] was a collaborative effort to build a generic context ontology or 

ubiquitous systems. The design of this ontology is driven by uses cases and relies 

on FOAF (Friend-Of-A-Friend Ontology) [29], DAML Time [38], OpenCyc Spatial 

Ontologies [39], RCC (Regional Connection Calculus) [40], MoGATU  and BDI 

Ontology, [41]   

 

2.2 Tools for developing ontologies 

Multiple tools for the development of ontologies have been created, and multiple review 

works have been published comparing different aspects of these systems [42]. The most 

popular line of tools for ontology is the Protégé family of products developed at the Stanford 

University School of Medicine [43].  The Web Ontology Language (OWL) is designed to be 

used in applications that need to process information content instead of only representing 

information for humans. OWL facilitates a better mechanism for interpreting Web content 
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than the mechanisms supported by XML, RDF, and RDF scheme (RDF-S) by providing 

additional vocabulary and formal semantics. An example of an OWL ontology for Java 

language learning is shown in figure 2-2.  

 

Figure 2-2.OWL java language course ontology 
 

The techniques and tools developed in the domain of ontology engineering can be applied 

successfully in the field of knowledge structuring and design [44] [45] [46] and semantic 

web applications [47].  During the last years, concept mapping has been used to compile 

maps and mental models that support the process of knowledge sharing. In this way, the 

idea of the use of ontologies and visual structures in research description is not new. They 

use to improve the quality of understanding and mentalization among researchers and 

has been discussed in many works [48] [49] [50] [51] and is being implemented in several 

research approaches, projects, and software tools [52] [53].   

 

2.3 Natural Language Processing  

Natural Language Processing (NLP) is an artificial intelligence field that allows computers 

to understand, process, and analyze human language. [54] NLP is widely used in the 

technology industry and serves as the backbone of search engines, spam filters, language 
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translation, and much more. However, computers are still far from being able to understand 

natural language. Deep Natural Language processing involves common sense knowledge 

and inferences [2], for this reason, it works mainly in minimal domains and is feasible for 

large-scale text mining, but with many computational resources [55]. 

Text Mining refers to turn text into data for analysis discovery. This field has received much 

attention due to its wide application as a multi-purpose tool, borrowing techniques from 

Natural Language Processing, Data Mining (DM), Machine Learning (ML), and Information 

Retrieval (IR) [56].  Text mining techniques are based on statistical methods, are generally 

superficial, and can be done on a large scale. They have the advantage to be applied to 

any data text referring to any subject. Text mining tasks cover text categorization, text 

clustering, entity extraction, production of granular taxonomies, sentiment analysis, 

document summarization, and entity relation modeling. However, they do not contribute to 

a deeper understanding [2]. Text mining techniques do not discuss the standard text 

structure in detail, and they do not use external knowledge to deal with the semantic gap in 

the text representation [57]. For example, the tag "Japan Earthquake" does not contain any 

words or phrases related to the "Nuclear Crisis" while we learn in the news.  

Robust and general NLP through text mining techniques tend to be shallow, while a deep 

understanding tends not to scale up well. In practical applications that demanded a deeper 

natural language analysis, NLP, combined with machine learning techniques, could focus 

on a more in-depth analysis of natural language but require a human effort to collect many 

examples to train ML models [58]. Several studies explore the combination of methods to 

obtain better results, using general NLP statistical techniques and machine learning 

algorithms as the basis to analyze text data more precisely, in some diverse domains and 

applications, such as social media [59, 60], biomedical [61], newsgroup filtering [62], opinion 

mining [63],  and document organization [64]. 

2.3.1 Representation of Documents 

Every day we face a growing volume of documents. The abundant texts on the Internet, 

vast collections, digital libraries, and repositories, pose challenges for the effective and 

efficient organization of documents.  However, machines are better at understanding 

numbers that text.  
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The process of converting textual information into numbers is called vectorization [65]. 

Among the common ways using vectors for the representation of documents are the 

following models:  

 One-hot encoding model, each unique word with an index in this vector. To 

represent a unique word, we set the vector's component to be one and zero out all 

the other components [66].   

 Bag of words model (BOW) [65]  use the tokenized words for each observation 

and find out the frequency of each token, disregarding grammar and even word 

order but keeping multiplicity. This model allows us to compare documents and 

gauge their similarities for applications like search, document classification, and 

topic modeling. Though a better approach is to create a vocabulary of grouped 

words, called the n-gram model. N-gram model changes the scope of the 

vocabulary and allows the bag-of-words to capture a little bit more meaning from 

the document.  However, this model does not capture the distance between 

individual words. Also, the closeness between pairs of similar words is not 

considered by the distance based on the bag of words method. 

 Vector space model [67], an algebraic model used for representing documents as 

vectors. From the given bag of words, it is possible to create a feature document 

vector where each feature is a word, and its value is term weight. TF-IDF [68]   is 

term weight, which is represented in the Vector space model. It is based mainly on 

term frequency (TF) and inverse document frequency (IDF). The importance rises 

proportionally to the number of times a word appears in the document but is offset 

by the frequency of the word in the whole corpus. 

Most word representation approaches depend in one way or another on the distributional 

hypothesis, which states that words that appear in identical contexts share semantic 

meaning. The different approaches that take advantage of this principle can be divided 

into two categories: counting-based methods (e.g., Latent Semantic Analysis) and 

predictive methods (e.g., neural probabilistic language models). 

Counting-based methods calculate statistics on how often a word matches its neighboring 

words in a large text corpus. The latent semantic analysis models address the problem by 

learning a latent, low-dimensional representation of documents, analyzing the 

relationships between documents and the terms they contain, establishing that two words 

are similar if they occur in similar fragments of text [69].    
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A matrix, including word counts per document, is constructed from a large piece of text. A 

mathematical method called singular value decomposition (SVD) is utilized to decrease 

the number of rows while preserving the similarity structure among columns. Then, 

documents are contrasted by using the cosine of the angle between the two vectors 

projected in a multi-dimensional space (or the dot product between the normalizations of 

the two vectors), using a matrix with the word count of the words in each document. The 

values close to one describe very similar documents, while values close to zero describe 

very different documents. 

Among LSA models, we have latent semantic indexing (LSI) [70] and latent Dirichlet 

assignment (LDA) [71].  The latent semantic indexing (LSI) is based on a spectral analysis 

of the term-document matrix. It seeks to decompose the characteristic space in the word 

bag model (BOW). Simultaneously, the Latent Dirichlet assignment (LDA) probabilistically 

groups similar words into topics and represents documents as distribution on these topics. 

The prediction models try directly to infer a word from their neighbors, where the words 

are represented as real vectors of characteristics learned from data.  

Instead, prediction methods for word vectorization seem to have better performance 

across various NLP domains such as machine translation, named entity recognition, and 

role labeling. These methods tend to have lower dimensions leading to a better dense 

word vector representation that was capturing the meaning and the relationships between 

words. Some of the predictive methods are Recursive neural network and Neural 

probabilistic language models (NPLM).   

A recursive neural network is a type of deep neural network designed using the same set 

of weights recursively over a structured input, to give a structured prediction over variable-

size input structures, or a scalar prediction on it crossing a given structure in topological 

order. Whereas Neural probabilistic language models were presented by Bengio et al. [72] 

introduced the idea that a neural network maps a context (a sequence of word 

characteristics vectors) to distribution, and thereby, it predicts the most likely next word. 

2.3.2 Part of Speech Tagging 

Part of Speech Tagging refers to marking up a word in a corpus to a corresponding part 

of  speech tag, based on its definition and context [73] . This task is not straightforward, 

as a word may represent a different part of speech based on the context in which it is 

used. 
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On the other hand, a Part-Of-Speech Tagger (POS Tagger) [74] is an NLP software that 

reads documents in some language and assigns parts of speech to each word as a noun, 

verb, adjective among others.  Knowing whether a specific word is a verb or a noun tells 

us a lot about likely neighboring words (determiners and adjectives precede nouns, nouns 

precede verbs) and about the syntactic structure around the word (nouns are generally 

part of noun phrases), which makes part of speech tagging an important component of 

syntactic parsing [75].  POS tagging is also indispensable for building lemmatizers, tools 

that are used to reduce a word to its root form and minimize text ambiguity [76]. It is useful 

to decrease the word density in the given text and helps in preparing the accurate features 

for the training machine. 

The Penn Treebank [77] is an inventory of POS tags and uses 48 tags: 36 for part-of-

speech, and 12 for punctuation and currency symbols. This increment in the number of 

tags of traditional linguist’s word categories is partly due to more precise granularity. Table 

2-1 shows an excerpt from the Penn Treebank tags and descriptions that includes unique 

tags for determiners, articles, modal verbs, cardinal numbers, foreign words, among 

others.    

 

Table 2-1 Overview of the Penn Treebank tagset.  

Tag Description Tag Description 

JJ Adjective RBR Comparative adverb 

JJR Comparative adjective RBS Superlative adverb 

JJS Superlative adjective VB Verb, base form 

LS List item marker VBD Ver, past tense 

NN Noun, singular or mass VBG Verb, gerund, or present participle 

NNS/NNP Noun, plural noun, singular VBN Ver, past participle 

NNPS Proper noun, plural VBP Verb, non-3rd-person singular 

RB Adverb VBZ Verb, non-3rd-person singular present 

 

There are many tools relating to Parts of Speech, like Python NLTK [78], Stanford NLP [79], 

Google Cloud Natural Language [80], among others. Figure 2-3 shows an example of the 

output provided by a tagger using the Penn Treebank tag set for the sentence “Each of us 

is full of stuff in our own special way,” where parts-of-speech is represented by placing the 

tag after each word. 
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Figure 2-3. Part of Speech Tagging in a sentence. 

 

2.3.3 Chunking Process 

Chunking is an NLP process of analyzing the structure of a sentence to break it down into 

its smallest constituents (which are tokens such as words) and group them into higher-level 

phrases. Chunking works on top of POS tagging; it uses pos-tags as input and provides 

chunks as output. Similar to POS tags, there is a standard set of Chunk tags like Noun 

Phrase (NP), Verb Phrase (VP), among others [81].  

 

Chunking is critical to extract information from text such as locations and person names in 

an NLP technique called Named Entity Extraction (NER). Many libraries give phrases out-

of-box such as Spacy [82], TextBlob [83], or Natural Language Tool Kit (NLTK) [78] just 

provides a mechanism using regular expressions to generate chunks. Figure 2-4 shows 

results from the chunking process in a sentence. The whole sentence, “the little yellow dog 

barked at the cat” is divided into chunks and represented in tree-like structures. Based on 

defined grammar, an internally tree-like structure is created. 
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Figure 2-4. NLP Chunking in a sentence 

 

2.3.4 Named Entity Recognition 

Named entity recognition is reasonably the most significant task in information extraction. 

Extraction of more complex structures such as events and relations depend on certain 

named entity recognition as a preprocessing step.  The main NER objective is to recognize 

named entities from free-form text and to classify them into a set of predefined types such 

as a person, organization, and location [84]. For example, “JFK” may refer to the president 

“John F. Kennedy,” the place “JFK International Airport,” or any other entity receiving the 

same abbreviation. For this reason, to determine the entity type for “JFK” happening in a 

document, its context must be considered. 

NER systems have been created that utilize linguistic grammar-based techniques as well 

as statistical models such as machine learning algorithms.  Many statistical learning-based 

named entity recognition algorithms treat the task as a sequence labeling problem-based 

in several approaches like hidden Markov models [85], support vector machines [86], or 

conditional random fields [87].  To map named entity recognition to a sequence labeling 

problem, we treat each word in a sentence as an observation. The class labels must clearly 

indicate both the boundaries and the types of named entities within the sequence.  

2.3.5 Open Information Extraction (OpenIE) 

Open Information Extraction (Open IE) [88] refers to the extraction of relation tuples, 

typically binary relations, from plain text. Unlike previous relationship extraction methods, 

one needs not to provide a relational schema in advance. For instance, the system first 

splits each sentence into a set of entailed clauses. Each clause is then maximally 

shortened, producing a set of entailed shorter sentence fragments. These fragments are 

then segmented into OpenIE triples, representing a subject, a relation, and the object of the 

relation. Figure 2-5 shows the OpenIE approach, wherefrom left to right, the sentence “Born 
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in a small town, she took the midnight train going anywhere” yields some independent 

clauses (e.g., “she Born in a small town”). Next, each clause of the sentence produces a 

set of shorter sentences and segments those that coincide with an atomic pattern in a 

relational triple. 

 

 

Figure 2-5. OpenIE approach and triples extraction process 

 

2.4 Documents Classification 

Natural language processing, Data Mining, and Machine Learning techniques can be used 

to automatically classify and discover electronic document patterns.  By classifying text, we 

focus on assigning one or more categories to a document, making it easier to manage and 

sort. It is especially practical for publishers, news sites, blogs, and applications such as 

spam detection, auto-tagging customer queries, and sentiment analysis [2] [89].  For the 

classification of documents, it is possible to explore unsupervised, supervised, and deep 

learning approaches. 

2.4.1 Unsupervised learning methods  

 In unsupervised learning, documents can be considered as feature vectors for the 

execution of clustering algorithms that suggest groups based on data patterns., such 

as K-Means clustering [90], spectral clustering [91], Hierarchical Clustering and 

Density Based Spatial Clustering of Applications with Noise (DBSCAN).   
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 K-means Clustering: K-means follows a simple way to classify a given dataset 

through a certain k number of clusters. The idea is to define one centroid for each 

cluster. These centroids should be placed, as much as possible, far away from each 

other. The following step is to take each point belonging to a dataset and associate 

it to the nearest centroid value. When there is no pending point, the next step is 

completed, and an early grouping is performed. At this point, we need to recalculate 

the k new centroids as barycenters of the clusters resulting from the previous step. 

After having these new centroids, a new binding must be made between the same 

data setpoints and the new nearest centroid [90].  

 Hierarchical Clustering: The method of agglomerative hierarchical clustering is 

particularly useful to support a variety of search methods because it naturally 

creates a tree-like hierarchy that can be leveraged for the search process. Almost 

all the hierarchical clustering algorithms successively merge groups based on the 

best pairwise similarity between these groups of documents [92]. 

 Spectral clustering: It is an algorithm derives from graph theory, where the 

approach is utilized to identify node communities in a graph based on the edges that 

connect them. The method is adaptable and allows us to cluster non-graph data as 

well. It uses information from the eigenvalues of specific matrices built from the 

graph or the dataset [91] 

 

2.4.2 Supervised Learning methods 

The classifiers learn the characteristics of the categories of a set of previously classified 

documents, and after this process, they can classify documents in the predefined categories 

[93]. Their first steps towards training a classifier with machine learning are feature 

extraction: a method that is applied to transform each text into a numerical representation 

using vectors. The most used approach is a bag of words [65]. Once trained with enough 

training samples, the machine learning model can begin to make accurate predictions. 

Supervised classification techniques usually included in the following components  [2, 94]:  

 Training text: It refers to the input text through which our supervised learning 

model can learn and predict the specified class. 
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 Feature Vector: It refers to a vector that contains information describing the input 

data features. These input sets are then forwarding to the model, which generates 

expected labels. 

 Labels: These are the predefined categories or classes that the model will predict 

 ML Algorithm: It is the algorithm through which our model can deal with text 

classification. 

 Predictive Model: It refers to a model trained on the historical dataset which can 

perform label predictions. 

 

Figure 2-6 shows a supervised classification model schema based on the training corpus 

containing the correct label for each input.  

 

 

Figure 2-6. Supervised classification model approach 

 

Some popular supervised learning algorithms for creating text classification models include:   

Naïve Bayes [95], K-nearest neighbors (KNN) [96], support vector machines (SVM) [97], 

decision trees [98], and neural networks [99] .  

 Naïve Bayes: The algorithm is one of the members of the Bayesian family based 

on Bayes’ Theorem, which can provide accurate results without much training data 
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and helps to calculate the conditional probabilities of occurrence of two events 

based on the probabilities of occurrence of each event [95].  

 K nearest neighbors (KNN): This algorithm is utilized to classify by finding the K 

nearest matches in training data and then using the labels of closest matches to 

predict clusters. Usually, distances metrics functions such as Euclidean is used 

calculate the distance to determine what the nearest is. It is, however, 

computationally expensive, and data must be normalized so that all data points are 

brought into the same range [96].  

 Support Vector Machines:  SVM traces a hyperplane that splits space into two 

subspaces: one first subspace that contains vectors that be a member of a group 

and a second subspace that contains vectors that do not be included in that group. 

The hyperplane dimension is dependent on how many features there are; i.e. if there 

are two input features, the hyperplane will be nothing more than a line but, if there 

are three features, it is a 2D plane [97].  

The SVM model does not need much training data to start providing accurate 

results. 

 Decision trees:   The goal of this algorithm is to find the descriptive features which 

contain the most information regarding the target feature and then split the dataset 

along the values of these features such that the target feature values for the resulting 

subgroups are as pure as possible. The process of finding the most informative 

feature is done until we meet the detention criteria, where we finally end up in the 

so-called leaf nodes. The leaf nodes contain the predictions we will make for the 

new query instances presented to our trained model [98]. 

 Neural Networks: These models are used to recognize complex patterns and 

relationships that exist within a labeled data. A neural network is an assemblage of 

neurons with weights which connects them, and they process documents one at a 

time and learning by comparing their classification with the actual classification. The 

neural network takes input values and weights from the input layer as input, and 

then it goes to the hidden layer in which a function sums the weights and maps the 

results to the corresponding output layer units [99]. 
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2.4.3 Multi-label classification models 

The classification assumes that each sample is assigned to one and only one label. On the 

other hand, multi-label classification algorithms assign each sample a set of target labels or 

classes. It is can be thought of as predicting data-point properties that are not mutually 

exclusive [100].  

The multi-label text classification has been applied to several tasks and applications such 

as categorizing users, indexing of documents collections, and detecting sentiment analysis 

in the text. Some classification algorithms have been adapted to the multi-label task, such 

as k-nearest neighbors, decision trees, kernel methods for vector output, and neural 

networks, among others. However, many of these methods ignore word order, opting to use 

word bag models or Term Frequency–Inverse Document Frequency (TF-IDF) weighting to 

create document vectors. New approaches based on convolutional neural networks and 

“Word Embeddings”, can be used to improve multi-label learning. 

2.4.4 Deep Learning 

Deep Learning is a promising part of artificial intelligence that reproduces human brain 

functions in processing information and generating patterns to be used in decision-making. 

The field of deep learning uses a hierarchical degree of neural networks with the ability to 

learn from unstructured information without supervision [101]. 

Deep Learning, when used for NLP, can be viewed as pattern recognition applied to 

sentences, words, and paragraphs; the same way, deep learning for images can be viewed 

as pattern recognition applied to image pixels. Neural networks never take in data in their 

raw form; instead, all data to be fed in a neural network has to be first converted into tensors 

[102]. A tensor is a generalization of vectors and matrices and is represented using n-

dimensional arrays. 

Vectorization refers to all the processes involved in the transformation of data received as 

text into numeric tensors. This transformation can be carried out in different ways: by trying 

to segment the text received into words, then transforming every word to a vector; by trying 

to segment the text received into characters, then transforming every character to a vector 

or by extracting n-grams of words and characters, then transforming every n-gram to a 

vector. The various units in which text is divided are known as tokens, and these are linking 
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to numerical vectors. All these vectors joined with chain tensors, are fed to deep learning 

systems. 

The two central deep learning architectures applied in text classification are Convolutional 

Neural Networks (CNN) [103] and Recurrent Neural Networks (RNN) [104]. Deep learning 

algorithms are used to achieve better vector representations for words and increase the 

accuracy of classifiers trained with conventional machine learning algorithms. 

2.4.5 Recurrent Neural Networks 

A recurrent neural network (RNN) is a type of artificial neural networks; they have 

connections that have loops, which adds feedback and memory to the networks over time 

[104]. This memory recognizes this type of network to learn and generalize through input 

sequences instead of individual patterns. A recurrent neural network can be considered of 

as multiple copies of the same network, each passing a message to a successor. 

Applying the knowledge from an external embedding can enhance the precision of RNN 

because it integrates new information (lexical and semantic) about the words, a piece of 

information that has been trained and distilled on an extensive corpus of data. The recurrent 

neural networks have been applied with massive success in several types of deep learning 

problems, including language modeling, speech recognition, captioning images, and 

language translation. It has been shown that a dominant type of recurrent neural network 

called Long short-term memory network (LSTM) [105], is particularly useful when stacked 

in a deep configuration and is perfectly able to learn long-term dependencies. They will 

remember information for a long time, not having to learn it over time. 

Cell states are one crucial factor in LSTM. They are a transport highway that transfers 

relevant information down the sequence chain. LSTMs can add information, and they can 

remove it from the cell state, which is done in a regulated and structured way using gates. 

Gates are another optional way of allowing information to go through, and they are made of 

a single multiplication operation and a sigmoid neural layer. 

2.4.6 Word Embeddings  

The term "word embedding" was first studied by Bengio [72]  and referred to the collective 

name of a set of language modeling and representation learning techniques, in natural 

language processing (NLP), where vocabulary words or phrases are assigned to vectors of 

real numbers and semantically similar words have similar or "close" representations. This 
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approach opens a new dimension of possibilities for finding patterns or other insights in the 

data. Figure 2-7 shows a word embedding model representation where the vectors of words 

estimated as similar by context, such “pepper” and “salt” or “baking” and “boiling” are placed 

closer (together). On the other hand, words like "cake" and "salad" are placed further.  

 

 

Figure 2-7. Word embedding model representation 

 

Word embedding approaches could help feature generation, document clustering, text 

classification, and other natural language processing tasks. They can also be used to 

suggest words to the word being subjected to the prediction model or for semantic grouping, 

which groups things of similar characteristics and dissimilar far away. 

Among the methods applied to calculate the vector representations of words, we have 

GloVe [106], Dependency-based word embeddings [107] and Random Indexing [108], 

however, Word2vec is considered state of the art in this type of models applied to natural 

language processing (NLP) [109]. Word2vec is a predictive model based on two-layer 

surface neural networks that are trained to reconstruct linguistic contexts of words. This 

model is very efficient in learning word embeddings from raw text. Word2Vec takes a large 

text corpus and produces a vector space, typically of several hundred dimensions, where 

each individual word in the corpus is assigned a corresponding vector in space. 
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The Word2vec implementation has two methods; the continuous word bag model (CBOW) 

[110] and the Skip-Gram model [111]. Both models are algorithmically similar, except that 

CBOW predicts the target words from the context words, while the Skip-gram model does 

the reverse and predicts the context words from the target words. The selection of one or 

the other method might seem an arbitrary choice. However, statistically, the effect of the 

CBOW method significantly softens the distributed information, by creating a whole context 

as an observation, which turns out to be useful for smaller data sets. However, Skip-gram 

treats each pair (context-objective) as a new observation, and this tends to get better results 

when you have more extensive data sets. 

When the feature vector assigned to a word cannot be used to predict the context of the 

word accurately, the vector components are adjusted. The context of each word in the 

corpus, if applicable, sends error signals to adjust the feature vector. The vectors of words 

estimated as similar by context are placed closer (together), adjusting the numbers in the 

vector. A well-trained set of word vectors will place similar words close to each other, in that 

space. A trained Word2Vec model can gauge relations between words of one language and 

map them to another. Figure 2-8 shows (in two dimensions, reduced from hundreds) the 

relative positions of various words in vector spaces representing English and Spanish. 

 

Figure 2-8 A mapping between words belonging to different vector spaces 

 

2.4.7 Convolutional Neural Networks 

Convolutional neural networks (CNN) use layers with convolving filters applied to local 

features [103].  Convolution is the application of a filter to an input that results in an 

activation. Repeated application of the same filter to an input results in a map of activations 
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called a feature map, indicating the locations and strength of a detected feature in an input 

[112]. 

Initially designed for computer vision approaches, CNN models have subsequently been 

shown to be useful for NLP and have reached excellent results in semantic parsing. Kim 

[113] and Berger [114] demonstrated that CNN models using semantic word embeddings 

significantly outperform the Binary Relevance method with bag-of-words features on a large 

scale multi-label.  

Kim proposes that instead of image pixels, the inputs are sentences or documents 

represented as a matrix. Sentences are mapped to embedding vectors, such as Word2vec 

and GloVe, and are available as a matrix input to the model. It means that for a 10-word 

sentence using a 100-dimensional embedding, we would have a 10×100 matrix as our input.  

Kim's CNN architecture consists of an input layer composed of a sentence, which is 

comprised of concatenated word embeddings, followed by a convolutional layer with 

multiple filters. Convolutions are conducted across the input word-wise using varying sized 

kernels, such as 2 or 3 words at a time. The resulting feature maps are then processed 

using a max-pooling layer to condense or summarize the extracted features. 

Figure 2-9 shows a representation of convolutional Neural Networks model architecture for 

sentence classification. It is composed of an input layer with different ngrams window sizes, 

followed by convolutional and pooling layers for use across various fundamental natural 

language processing problems. 

 

Figure 2-9 Kim's Convolutional Neural Networks model architecture 
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Kim also works a model with two different channels in the form of dynamic and static word 

embeddings, where one channel is modified during the training task, and the other is not.  

A near but more complex architecture was previously proposed by  Kalchbrenner  and Wang 

[115] [116]. This proposed architecture adds a layer that fulfills "semantic clustering" to this 

network architecture. Semantic clustering refers to groups semantically equivalent words, 

phrases and sentences — into clusters based on meaning. 

CNN Models for text, regularly, use filters that slide over full rows of the matrix (words). 

Thus, the width of the filters is usually the same as the width of the input matrix. The height, 

or region size, may vary, but sliding windows over 2-5 words at a time is typical.  

CNNs are regularized versions of multilayer perceptrons. Multilayer perceptrons typically 

mean fully connected networks; that is, each neuron in one layer is connected to all neurons 

in the following layer. The "fully-connectedness" of these network types makes them prone 

to overfitting data. Common ways of regularization include adding some form of magnitude 

measurement of weights to the loss function [117]. However, CNN models take a distinct 

approach towards regularization: they take advantage of the hierarchical pattern in data and 

set up more complex patterns using smaller and simpler patterns [118].  

 

2.5  Similarity Measures   

Similarity measure in text mining context is usually described as a distance with dimensions 

describing objects features. If this distance is short, it will be a high degree of similarity 

where a considerable distance will be the low similarity degree [119]. There are several 

similarity measures between documents, such as Euclidean distance, Manhattan distance, 

Jaccard Similarity, Cosine Similarity, Kullback-Leibler divergence, among others [120].  

The Euclidean distance between two points is the length of the path connecting them. The 

Pythagorean theorem gives this distance between two points. Manhattan distance is a 

popular metric in which the distance connecting two points is the sum of the absolute 

differences of their Cartesian coordinates.  

The Jaccard similarity measures the similarity between finite sample sets and is defined as 

the cardinality of the junction of sets divided by the cardinality of the union of the sample 

sets [121] 
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The cosine similarity is a measure of similarity between two vectors in a space that has 

defined an inner product that evaluates the value of the cosine of the angle between them 

[122]. Another approach for similarity measurements is the Kullback-Leibler divergence 

[123], which measures the divergence or distance between two probability distributions.  

The use of Word2vec's word embeddings properties is one of the features of Word 

Movement distance (WMD) [124], which can be calculated as the sum of the distances 

between word pairs in the texts. The WMD measure will be lower, while the sentence pairs 

are closer in similarity. 

The distance depends on the vector space and, therefore, on the features used to calculate 

the vectors. Given the definition (0 = no similarity, 1 = identical), a similarity between 

documents above 0.5 might be a good starting point. The calculated similarity should be 

evaluated (for example, if we know which instances should be similar) to verify how good 

the set of characteristics is. Therefore, the resulting vectors reproduce the expected 

similarity. Finding an appropriate threshold value depends on the situation and is an 

evaluation task that must be adapted to the data. 

2.6 Topic Modeling 

In topic modeling, we use a probabilistic model in order to determine a soft clustering, in 

which each document has a membership probability of the cluster, as opposed to a hard 

segmentation of the documents.  Each topic can be considered a probability distribution 

over words, with the representative words having the highest probability. Each document 

can be expressed as a probabilistic combination of these different topics. These approaches 

are LDA (Latent Dirichlet Analysis), and NMF (Non-negative Matrix factorization). 

2.6.1 Latent Dirichlet Allocation 

One of the most commonly used techniques for topic modeling is Latent Dirichlet Allocation 

(LDA) [71], a generative model representing individual documents as mixtures of topics, 

wherein a particular topic generates each word in the document. 

In the LDA model, documents θ are not directly linked to the words w; rather, this 

relationship is governed by the additional latent variables, z, introduced to represent the 

responsibility of a particular topic in the use of that word in the document; in other words, 

topic(s) in which document is focused. Also, by introducing the previous Dirichlet 

distributions, α, and β, on the distributions of documents and topics, respectively. 
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Hyperparameter α can be interpreted as a prior observation count for the number of times 

topic i, is sampled in a document, and hyperparameter β can be interpreted as the prior 

observation count on the number of times words are sampled from a topic before any word 

from the corpus is observed.     

The generative model of LDA is complete and capable of processing unseen documents 

and is as follows: 

1. Select K multinomials 𝜑𝑖  𝜑𝑘 from the previous Dirichlet distribution β, one for each 

topic k. 

2. Select D multinomials 𝜃𝑑 from the previous Dirichlet distribution α, one for each 

document d. 

3. For each document d in the corpus, and for each word 𝑤𝑑𝑖 in the document the 

following steps are applied:  

a) To select a topic 𝑧𝑖 of multinomial 𝜃𝑑;(𝑧𝑖|𝛼),  

b) To select a word 𝑤𝑖`from multinomial 𝜑𝑧;p(𝑤𝑖 | (𝑧𝑖, β). 

 

As well as, the hidden structure of topics in LDA is described by the posterior distribution of 

the hidden variables given by the documents D: 

𝜌(𝜃, 𝑧|𝑤, 𝛼, 𝛽) =
𝑝(𝜃, 𝑧|𝑤, 𝛼, 𝛽)

𝑝(𝑤|𝛼, 𝛽)
 

Figure 2-10 shows a representation of Latent Dirichlet Allocation (LDA) model and 

document topic distribution, where each document is represented as a random mixture of 

latent topics, and each topic is characterized by a distribution of words 
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-  

Figure 2-10. Topic Modeling using LDA 

 

Unlike latent Dirichlet allocation, this topic model infers the number of topics from the data. 

Hierarchical Latent Dirichlet Allocation  (hLDA) model [125] extends Latent Dirichlet 

Allocation to infer a hierarchy of topics from a corpus of documents and makes it possible 

to assume that topics are arranged in a treelike structure where the tree has L levels, and 

every node is a topic.  

With LDA, we selected topics using a mixture model with K random mixing proportions 

(where *K is the number of possible topics), denoted by the K-dimensional vector θ. With 

hLDA, we instead choose a path in the L-level tree from root to leaf, choose a vector θ of 

topic proportions from a Dirichlet distribution of L dimensions, next use a  topics mixture 

from root to leaf to generate the words that compose each document, using mixing 

proportions θ. 

Hierarchical LDA considers a dataset composed of a corpus of documents, where each 

document is a collection of words, and each word is an item in a vocabulary. It is possible 

to assume that the topics in a document are represented as a mixture model, where the 

mixing proportions are multinomial random and document-specific [71]. These topics are 

the basic mixture components in hLDA. 
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2.6.2 Non-Negative Matrix Factorization  

Non-Negative Matrix Factorization (NMF) [126] is a linear algebra optimization algorithm 

that extracts significant topics from the decomposition of the matrix of document terms.   The 

vectors in the basis system directly correspond to cluster topics. Therefore, the cluster 

membership for a document may be determined by examining the most significant 

component of the document, along with any of the vectors. The coordinate of any document 

along a vector is always non-negative. The expression of each document as an additive 

combination of the underlying semantics makes sense from an intuitive perspective.  

Because it gives a semantically significant result and provides an intuitive understanding of 

the basic system in terms of the clusters, NMF is used as a method of classification, 

especially for document data and as a method for modeling topics [127]. 

 

2.7 Ontology Metrics 

In order to evaluate the performance of ontology matching algorithms it is necessary to 

confront them with test ontologies and to compare the results. The most prominent criteria 

are precision and recall originating from information retrieval [128, 129] .  

Where precision is term proportions in the learned ontology, included in terms identified in 

reference ontology and Recall refers to term proportions identified in reference ontology 

and which are included in the terms collected in the learned ontology.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑅𝑑𝑂 ∩ 𝑑𝑟𝑂 

𝑑𝑟𝑂
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑅𝑑𝑂 ∩ 𝑑𝑟𝑂 

𝑅𝑟𝑂
 

  

The set 𝑅𝑑𝑂 represents the set of all the elements given in the manually constructed 

reference ontology, and 𝑑𝑟𝑂 is the set of elements contained in the learned ontology given 

by the ontological extraction process. 

The F-measure score is the harmonic average of the precision and recall, where it reaches 

its best value at 1.  The F-measure that can be defined as follows: 

 



44 
 

𝐹𝛽 =
(1 +  𝛽2) · (𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽 · 𝛽𝛽𝛽𝛽𝛽𝛽) 

𝛽2 · 𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽𝛽 +  𝛽𝛽𝛽𝛽𝛽𝛽
 

 

Where β is a real positive number between 0 and 1.  

For the comparison of conceptual hierarchies [130], the measures have two categories: 

local and global. The local measure compares the similarity of the positions of two concepts 

in the learned and reference ontology. The overall measured measure is used to compare 

two hierarchies of complete concepts. It is calculated by averaging the local measurement 

results for the reference concept pairs and the learned ontology. 

The local taxonomic precision 𝑡𝑝 (𝑐1, 𝑐2, 𝑂𝑐, 𝑂𝑟) compares the position of the learned 

concept c1 in its conceptual hierarchy with the position of the reference concept c2. It is 

defined as follows [131]: 

𝑡𝑝(𝑐1, 𝑐2, 𝑂𝑐, 𝑂𝑟) =
𝑠𝑢𝑏(𝑐1,0𝑐)  ∩ 𝑠𝑢𝑏(𝑐2,0𝑟) 

𝑠𝑢𝑏(𝑐1,0𝑐)
 

The overall precision 𝑇𝑃 (𝑂𝑐, 𝑂𝑟) compares the complete hierarchy of the ontology learned 

Oc concerning the ontology of the reference Or. The local taxonomic Recall is defined as 

follows [131]: 

𝑡𝑟(𝑐1, 𝑐2, 𝑂𝑐, 𝑂𝑟) =
𝑠𝑢𝑏(𝑐1,0𝑐)  ∩ 𝑠𝑢𝑏(𝑐2,0𝑟) 

𝑠𝑢𝑏(𝑐2,0𝑐)
 

 

Other quality aspects to consider ontologies are as follows: [132] 

 Consistency: Describes that the ontologies do not include or allow any contradiction. 

Reviewers should verify whether the learned ontology presents semantic 

consistency in the definitions, in the meanings of the formal and informal definitions, 

and in the sentences that can be inferred by using other definitions and axioms that 

may or may not belong to the same ontology. How metric is determined to count the 

number of terms with the inconsistent meaning 

 Concision: This principle is related to whether all the information collected in an 

ontology is useful and accurate. Counts will be made regarding redundant terms in 

the ontology. 

 Computational Efficiency: It is related to the speed at which the tools can work with 

the ontology 
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 Clarity measures: how effectively the ontology communicates the intended meaning 

of the defined terms. Definitions should be objective and independent of the context.  
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3 Ontologies for Education and Learning Analytics 

This chapter will introduce the importance and use of ontologies in education and its 

relationship with learning analytics area, in particular, with the processing and visualization 

of representations of the course’s domain knowledge, needed for the generation of 

Intelligent Curricula.  First, ontologies research, objectives, and ontologies generation 

approaches focus on the education field will be described; second, an introduction about 

learning analytics concepts and goals. Finally, the chapter ends with an explanation about 

Intelligent Curricula description and structure. 

 

3.1 Ontologies in Education Field 

During the last years, visual knowledge representation has become a critical consideration 

in knowledge engineering methodology. Visualization works as a cognitive tool that 

facilitates communication in the teacher/student interaction and the research communities. 

A particular interest can be observed in such graphic forms of knowledge coding in the 

educational sciences, especially in learning. Students participate in group processes of 

knowledge exchange and co-creation with continuous feedback. 

Knowledge visual representations are strongly associated with ontology design and 

development.  Ontologies are useful structuring tools; in that, they provide an organizing 

axis along which teachers or students can mentally mark their vision in the information 

hyper-space of domain knowledge.  Many tutors and scholars, especially those who teach 

science courses, operate as knowledge analysts or knowledge engineers by making visible 

the skeleton of the studied discipline and showing the domain’s conceptual structure [133]. 

An ontology frequently represents this structure. 

Previous works have already identified the importance of developing rich ontologies in the 

education field. Ontologies, which form a conceptual skeleton of the modeled domain, could 

serve to several educational purposes such as better understanding, knowledge creation, 

knowledge sharing and reusing, collaborative learning, intelligent tutorials, problem-solving, 

seeking advice, developing competencies and intelligent systems to support teaching and 
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learning by offering automated services like syllabus semantic searching, matching and 

interlinking syllabus recommendation and evolution [14] [134] [135]. 

However, ontologies are inevitably subjective to a certain extent, as knowledge includes a 

component of personal subjective perception; however, using the ontologies developed by 

others is a convenient and compact means of acquiring new knowledge. These domain 

ontologies are also widely and effectively used for learning in several disciplines [15] [136] 

[137]. 

Curriculum management and development could be improved using educational ontologies 

in curriculum tasks like comparing, aligning, and matching between universities, educational 

systems, or relevant disciplines. Following this approach, several learning analytics 

applications also could use Intelligent Curriculum represented as ontologies, to recommend 

learning materials [138], to automatically sequence learning activities [137], to evaluate the 

quality of contributions in online forums [139]. Also, it monitors the authoring process and 

prevents and solves inconsistencies [140] or to provide visual feedback to students about 

their progress [141]. 

Ontologies also can be used in adaptive educational systems [16]. In these systems, 

student models computed in terms of ontologies they have concepts that mapped to topic 

models extracted from educational resources can perform recommendations of learning 

materials to students.   

3.1.1 Automatic Ontologies generation 

Automatically extracting ontologies from existing semi-structured text is not a novel idea. 

Gaeta et al. [142] present an approach to generate large ontologies, from various sources, 

using semantic interpretation and harmonization algorithms. Zouaq et al [143] present a 

semi-automatic framework to produce domain concept maps from text and then to derive 

domain ontologies from these concept maps.  Wong et al. [144] present a survey of several 

techniques to do it. 

In the field of education, the most successful approaches have been proposed by. Guerra 

at al. [19] and Taker [20].  Guerra uses topic modeling to create links between textbooks 

chapters and subchapters. This links network of content was then used to recommend those 

materials back to students, depending on search queries.  
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Taker attempts to connect educational resources through concept-level embeddings, using 

Word2vec and Doc2vec Models. Despite their success, these efforts fail short of creating a 

fully functional ontology that goes beyond linking part of educational materials and 

represents the domain knowledge of a course.  

Another interesting approach was the one, followed by Lau et al. [145]. They extract a 

domain ontology for a course based on the post on its online forum. While the techniques 

used worked, the quality of the domain ontology was heavily influenced by the (lack of) 

participation of the students in the forum. In these two examples, the links or ontologies 

automatically created were not designed to be changed or fixed by the domain expert, even 

in the case of computational error. 

 

3.2 Learning Analytics 

The widespread integration of digital technology in higher education influences teaching 

and learning practices, and allows access to data, mainly available in online learning 

environments, that can be used to improve student learning. To this end, higher education 

institutions are implementing Learning Analytics (LA) to understand better and support 

student learning [146]. 

Learning analytics is the measurement, collection, analysis, and reporting of data about 

learners and their contexts, for purposes of understanding and optimizing learning and the 

environments in which it occurs [147]. As a research and teaching field, Learning Analytics 

focus at the convergence of learning (e.g., Educational Research, Educational Technology, 

Learning and Assessment Sciences), Analytics (e.g., Visualization, Statistics, Computer 

Science, Data Science, Artificial Intelligence), and Human-Centered Design (e.g., 

Sociotechnical, Usability, Participatory Design, Systems Thinking). 

Learning Analytics (LA) and Educational Data Mining (EDM) are areas of scientific inquiry, 

that share since their inception a common interest in data-intensive approaches to 

education research. The overall purpose of LA and EDM is to understand how students 

learn. Based on the analysis of large-scale educational data, LA and EDM aim to support 

research and practice in education [148]. However, there are several distinctions between 

LA and EDM  [149] [18]. First, one key distinction concerns the type of discovery that is 

prioritized: EDM has a primary focus on automated discovery, whereas LA has a stronger 
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focus on leveraging human judgment. Second, EDM models are often used as the basis for 

automated adaptation, conducted by a computer system, whereas LA models are often 

developed to inform instructors and learners. Third, EDM researchers use reductionist 

frameworks: they reduce phenomena to components and focus on the analysis of individual 

components and the relationships between them. By contrast, LA researchers have a 

stronger focus on understanding complex systems as totalities. 

Learning Analytics seeks to exploit the new opportunities once we capture new forms of 

digital data from students’ learning activity and use computational analysis techniques from 

artificial intelligence and data science fields. The evidence from education research shows 

that there are productive and potent ways of using analytics for supporting teaching and 

learning. Some goals of learning analytics include the following points:  

 Supporting student development of learning skills and strategies in achieving their 

study goals or in reaching their potential [150]. 

 Provision of personalized and timely feedback to students regarding their learning 

[151].  

 Supporting development of metacognitive awareness and important skills such as 

collaboration, critical thinking, communication and creativity [152].  

 Develop student awareness by supporting self-reflection [152]. 

 Support quality learning and teaching by providing empirical evidence on the 

success of pedagogical innovations. 

LA provides researchers with new tools to study teaching and learning. Moreover, as data 

infrastructures improve, they offer a variety of tools, from data capture and analysis to 

visualization and recommendation we can close the feedback loop to students [151], 

offering more timely, precise, actionable feedback. Besides, educators, instructional 

designers, and institutional leaders gain new insights once the learning process is persistent 

and visible [150]. 

3.3 Intelligent Curriculum 

Intelligent Curriculum has been identified since the inception of Learning Analytics [153] as 

one of the enablers of a data-informed decision support systems in education. This can be 

defined as the representation of the domain knowledge usually taught in a course in a way 

that is amenable to be understood and processed by a computational system. The most 

common representation that fulfills this requirement is an ontology [17]. 
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The Intelligent Curriculum could allow computers systems support teaching and learning 

and to provide personalized content to students.   Students' activity and their evolving profile 

can be constantly coinciding with the knowledge architecture of a particular domain and 

learning resources provided to fill any knowledge gaps. 

In the course ontology structure, a term can be the title of a chapter and a section in the 

course, or the key concept of the course contents. The granularity of the course ontology is 

determined by instructor or a domain expert. The course ontology can be represented by a 

directed graph. The node set in the graph represents the terms. If term¹ and term² satisfy 

IS A (term¹; term²) it means that term² is a (part of, or component of) term¹, thus there is a 

direct edge from term¹ to term² in the directed graph. Figure 3-1 shows a course Intelligent 

Curriculum represented as an ontology. 

 

Figure 3-1.  Intelligent Curriculum for AI Course 

 

Despite the usefulness of Intelligent Curriculum, the cost of its manually creating course-

oriented ontologies is high [154]. Domain experts are rarely experts in semantic 

technologies and vice versa. Moreover, the cost of maintaining these ontologies up-to-date 

to the natural changes of the courses and important topics is not trivial [155]. It could be 

argued that the cost of creation and maintenance of small-scale ontologies has limited their 

use in the field of Learning Analytics. This lack of course ontologies, however, is opposed 

by the abundance of semi-structured information in the form of learning materials. 
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4 Extraction of educational ontologies from semi-structured data 

This chapter is based on the works described in the papers “Assisted curricula design based 

on the generation of domain ontologies and the use of NLP techniques” and “Semi-

Automatic Generation of Intelligent Curricula to Facilitate Learning Analytics” and covers a 

novel approach to (semi-)automatically generate Intelligent Curriculum through ontologies 

extracted from existing learning materials such as digital books or web content. Through a 

series of natural language processing steps, the semi-structured information present in 

existing content is transformed into a concept-graph. This section also evaluates the 

proposed methodology by applying it to learning content for different courses and 

measuring the quality of the extracted ontologies against manually generated ones. The 

results obtained suggest that the technique can be readily used to provide domain 

information to other Learning Analytics tools. 

 

4.1 Introduction 

An Intelligent Curriculum can be defined as the representation of the domain knowledge 

usually taught in a course in a way that is amenable to be understood and processed by a 

computational system. The most common representation that fulfills this requirement is an 

ontology. Once the curriculum is represented as an ontology, several existing Learning 

Analytics applications could use this information to recommend learning materials, to 

automatically recommend learning materials [138], to automatically sequence learning 

activities [137], to evaluate the quality of contributions in online forums [139] 

As useful as having an Intelligent Curriculum could be, the cost of its manually create these 

course-oriented ontologies is high [8]. Domain experts are rarely experts in semantic 

technologies and vice versa. Moreover, the cost of maintaining these ontologies up-to-date 

to the natural changes of the courses and important topics is not trivial [9]. It could be argued 

that the cost of creation and maintenance of small-scale ontologies has limited their use in 

the field of Learning Analytics. 

This lack of course ontologies, however, is opposed by the abundance of semi-structured 

information in the form of learning materials. For most disciplines, it is easy to find learning 

materials created by domain experts that contain relevant content and structure (table of 
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contents, links, sections, references) that make explicit the semantic relation between 

different topics and subtopics. This work proposes and tests the idea of using existing 

learning resources such as digital books, web-based tutorials or existing syllabus text in 

digital format as sources to (semi-)automatically build and maintain course-based 

ontologies that could realize the concept of Intelligent Curriculum.   

The main contribution of this work is the creation and evaluation of an automatic algorithm 

to extract course-centric ontologies from authoritative sources (digital textbooks, web 

tutorials or syllabus as digital text) that could be used by Learning Analytics tools and could 

be easily modified by the domain expert without the need to know about semantic 

technologies. 

 

4.2 Related Work 

Automatically extracting ontologies from existing semi-structured text is not a novel idea. 

Wong et al. [10] present a survey of several techniques to do it. In the educational field, the 

most successful approach has been the one proposed by Guerra at al. [11] to use topic 

modeling to create links between textbooks chapters and subchapters. This network of 

content was then used to recommend those materials back to students, depending on 

search queries. As successful as it is, this attempt fails short of creating a fully functional 

ontology that goes beyond linking part of educational materials but also represents the 

domain knowledge of a course. Another interesting approach was the one, followed by Lau 

et al. [12]. They extract a domain ontology for a course based on the post on its online 

forum. While the techniques used worked, the quality of the domain ontology was heavily 

influenced by the (lack of) participation of the students in the forum. In these two examples, 

the links or ontologies automatically created were not designed to be changed or fixed by 

the domain expert, even in the case of computational error. 

 

4.3 Methodology 

Figure 4-1 shows the methodology phases for the proposed methodology, including parsing 

processing, topic modelling and preliminary and definitive educational ontologies 

processing. Next, each of the tasks is explained. 
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Figure 4-1. Methodology for automatically-generated educational ontologies 

 

4.3.1 Source Selection 

The selection of relevant material is a manual step. The domain expert collects documents 

that she or he thinks are relevant for the course. These documents could be digital 

textbooks, web tutorials, syllabus in digital format, among others. They could cover all or 

part of the topics of the course. Currently, the automatic extraction system can process 

Portable Document Format (PDF), Hypertext Markup Language (HTML), or plain text files. 

If the original document is not in one of those formats (for example, Microsoft Word), it 

needs to be converted. This is just a technical requirement that could be improved in the 

future.  
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Figure 4-2. Parsing Process in PDF document 

 

4.3.2 Parsing 

After selecting documents for the course, different parsing algorithms (for each specific file 

format) are applied to extract the structure information and the raw text and start building 

the abstract representations of each original document. For HTML documents, a java 

process with Jsoup library is applied. This process has methods to analyze HTML content 

and obtain a tree structure from it, where each text section is a node. The methods expect 

that each chapter of a book is in a different file and that sections and subsections are labeled 

with specific CSS classes. For pdf documents, Java iText library is applied, to implement 

methods that can read the PDF sections. This library has methods that allow extracting the 

structure, take into consideration the style attributes (alignment, bold, italics, bullets, 

indentation and underlining), table of contents, and indexes present in the documents. 

Figure 4-2 presents how PDF parser can extract the document's structure from the style’s 

parameters of the text. As a final product, the parser divides the document into hierarchical 

parts (chapters, sections, subsections). 

4.3.3 Text Pre-processing 

For each section of the document, the following customary text mining techniques are 

applied for pre-processing, to transform raw data into an understandable format for NLP 

models. 
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 Tokenization: This process breaks a stream of text up into words, phrases, symbols, 

or other meaningful elements called tokens. The list of tokens becomes an input for 

further processing.  

 Word Stemming:  This process reduces the inflectional forms of each word into a 

common base or root. Stemmers are typically easier to implement and run faster, 

and the reduced accuracy may not matter for some applications. 

 Stop Words: First words that are not useful (stopwords) are eliminated, then the text 

is tokenized and stemmed. Frequent words in textbooks and tutorials such as 

"exercises", "examples", "solutions", are also removed. Additionally, the domain 

expert can intervene to eliminate other words that could confuse the rest of the 

process. 

 

4.3.4 Topic Modeling 

Once the text is clean, the Latent Dirichlet Allocation (LDA) statistical modeling tool [71] is 

applied to each section of the document in order to determine the most relevant topics for 

that section. LDA generates topics based on word frequency from a set of documents and 

it is particularly useful for finding reasonably accurate mixtures of topics within a given 

document set.  After the model has been built, each document is represented as a 

probability vector over all the topics, and each topic as a probability vector over all the words 

in the vocabulary. Documents are discriminated based on different concentrations of topic 

probabilities. 

 

4.3.5 Hierarchical Analysis 

Parallel to the topic modeling, the hierarchical structure extracted from the documents 

(chapters, sections, and subsections) is used to establish the first relationship between 

domain concepts. These concepts are extracted from the title of the sections and 

subsections using keyphrase extraction [156] and Name Entity Recognizer (NER) [157] 

methods. A concept (class) is described by one or more relevant terms extracted in the titles 

of the chapters and subchapters. Each concept in the structure becomes a concept within 

the ontology, and the parent-child relationship (HasPart) between the elements becomes a 

relation in the ontology. 



58 
 

 

4.3.6 Mapping of Sections 

Similarly, to what Guerra at al. [19] did to link book sections, all parts of the documents are 

mapped to similar ones in other documents, using as a metric the similarity between the 

text of the two parts. For example, the content of the first section of the first document could 

be linked to the third section of the second document if the similarity between the text in 

both sections is higher than a threshold.  The similarity values were calculated by a semantic 

similarity algorithm is applied between all the parts of all documents. The result is a weighted 

list of links between different document parts and a list of topics words associated with each 

document part. It expected that similar parts describe the same concept.  In this specific 

system, the cosine distance [158] was used to measure the semantic similarity between 

two document parts. The text of each part is represented as a multidimensional vector 

where the value for each dimension is the frequency of a given the word in that text. The 

metric is the cosine of the angle between these two vectors. A threshold for the minimum 

value of these metrics is set to establish a similarity between each pair of document parts. 

4.3.7 Preliminary Ontology Processing 

The main task in this step is to create simple and compound concepts in a preliminary 

ontology to model the domain's knowledge. This process takes the concepts identified in 

the title’s sections and sub-sections during the hierarchical analysis process and checks if 

those concepts also appear in the list of topics associated with their corresponding text 

content. If a concept is identified in the title and the corresponding text, that concept is 

added to the ontology. 

4.3.8 Semantic Analysis 

To obtain more and deeper relationships between concepts than the ones present in the 

hierarchical analysis, a semantic analysis is run over the text content of each document 

part. There are several approaches to determine the conceptual relationships between 

words, mainly based on the assumption that concepts that are semantically related, tend to 

appear near one another text [159]. For the semantic analysis and the relationship 

extraction, the system uses Part-Of-Speech Tagging (POST) [160] and open information 

extraction (open IE) [19] techniques that conduct a linguistic analysis of sentences and 
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paragraphs terms, verbs and proper names.  Figure 4-3 shows an example of semantic 

relationships in a sentence, using POST. 

 

Figure 4-3. Part-of-speech tagging in a sentence 

 

First, each sentence is divided into a set of related clauses. Each clause is reduced to its 

minimum, producing a set of shorter sentence fragments.  These fragments are then 

segmented into OpenIE triplet, which is grouped and prioritized according to the concepts 

and terms identified in the preliminary ontology.  ClausIE annotator extracts open-domain 

relations triples from sentences, these representing a subject, a relation, and the object of 

the associations.  

For example, from the sentences extracted from the book “Learn to Program with Python”: 

 “the interpreter translates the source code into the target machine language” 

 “the interpreted machine language code is called the target code”  

 It was possible generated the following triplets: 

 (interpreter;translate;python code) 

 (interpreter;translate;machine language code) 

 (machine language code;be call;target code 

The Figure No. 4-4 shows the graph between terms in structured relation triples. 
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Figure 4-4. Relationships graph from triples 

 

4.3.9 Definitive Ontology Processing 

The preliminary ontology results are associated with the relationships detected in the 

semantic analysis process. The preliminary ontology becomes a graph structure with 

hierarchical levels. This new ontology is represented with a graph in which nodes are 

relevant concepts that belongs to the domain of interest, and edges are relations between 

the concepts. 

This process also identifies possible problems in the ontology structure, such as the 

overgrowth depth of concepts in the graph and the existence of repeated terms. Finally, the 

definitive graph will be used to generate a domain ontology in standard Web Ontology 

Language (OWL) format, and document parts are converted into HTML content. This output 

is the normal result of any ontology building process. 

4.4 System Evaluation 

To evaluate the technical aspects of the proposed automatic extraction process, as well to 

measure the quality of the resulting ontologies, the system was applied in the first step to 

two different courses: Programming Fundamentals and Digital Circuit Design and next with 

some changes in settings, to computer organization course. 

4.4.1 Exemplary Ontology Extraction  

First, for each course, a professor that teaches the course was asked to select two 

textbooks that they use in the course, or they know to cover the content of the course. For 

Programming Fundamentals, the professors selected "Learn to Program with Python", and 

"Think Python". For Digital Circuit Design, the recommended books were "Fundamentals of 
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Digital Logic with Verilog Design" and "Digital Design Principles and Practices." Second, 

the parsing algorithms were applied to the digital version of the books to obtain several text 

files corresponding to chapters, sections, and subsections for each document. The 

subsections are considered as leaf nodes and contain raw text (the book content).  

Then to prepare the data and create the documentary corpus, the text preprocessing 

routines were run over the individual document parts. Using Java Mallet library 1, multiples 

executions were run to obtain the LDA topic models. For setting the parameter K, the 

number of topics to extract by the LDA algorithm, the midpoint between the average number 

of sections and the number of subsections of each book (n = 120 to 160) was used. The 

number of iterations of the LDA algorithm was set from 1200 to 1500. Initially, the model 

was performed using the information in the subchapters, that is, the child nodes. After this 

model is built, a version of the collection is created, in which each chapter and section 

contains text content of its children nodes. Then, each aggregated document is incorporated 

into the built LDA model to obtain its new topic distribution. 

 

Book1 Title  Book 2 Title Sim. 
book1 Learning to Program Python book2  Think Python 0.71 

book1_1 The Context of Software 
Development 

book2_2_1 The Python programming 
language 

0.73 

book1_1_1 Software book2_2_3 What is debugging? 0.22 

book1_1_2 Development Tools book2_2_1 The Python programming 
language 

0.75 

book1_1_3 Learning Programming with 
Python 

book2_2_1 The Python programming 
language 

0.48 

book1_1_4 Writing a Python Program book2_15_1 Persistence 0.57 

book1_1_5 A Longer Python program book2_15_1 Persistence 0.57 

book1_2 Values and Variables book2_3_5 Expressions and statements 0.66 

book1_2_1 Integer Values book2_3_1 Values and types 0.66 

book1_2_2 Variables and Assignment book2_3_2 Variables 0.54 

book1_2_3 Identifiers book2_3_3 Variable names and keywords 0.86 

book1_2_4 Floating-point Types book2_7_8 Checking types 0.30 

book1_2_5 Control Codes within Strings book2_2_5 The first program 0.29 

book1_2_6 User Input book2_6_11 Keyboard input 0.85 

book1_2_7 The eval Function book2_6_11 Keyboard input 0.29 

book1_2_8 Controlling the print Function book2_2_5 The first program 0.56 

book1_3 Expressions and Arithmetic book2_3 Variables, expressions and 
statements 

0.54 

book1_3_1 Expressions book2_6_1 Modulus operator 0.66 

book1_3_2 Operator Precedence and 
Associativity 

book2_3_7 Order of operations 0.85 

book1_3_3 Comments book2_3_9 Comments 0.92 

                                                             
1 Java Mallet text processing library - http://mallet.cs.umass.edu/ 
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book1_3_4 Errors book2_4_12 Why functions? 0.28 

book1_3_4_1 Syntax Errors book2_4_4 Composition 0.34 

book1_3_4_2 Run-time Errors book2_6_10 Infinite recursion 0.22 

book1_3_4_3 Logic Errors book2_4_12 Why functions? 0.22 

book1_3_5 Arithmetic Examples book2_4_4 Composition 0.32 

book1_3_6 More Arithmetic Operators book2_3_5 Expressions and statements 0.82 

book1_3_7 Algorithms book2_3_5 Expressions and statements 0.36 

 

Table 4-1 Similarity between text subsections of two programming fundamentals books. 
 

The number of topics words to be extracted is a configurable parameter of the topic 

extraction algorithm. For this demonstrative run, values between two and fifteen were used. 

The size of the final ontology varied according to this value. A smaller number of topic words 

resulted in a smaller number of entities and relationships. To obtain a value between 60 

and 90 concepts in the final ontology (as suggested usually for course-based ontologies), 

a value of 6 was finally selected. 

The similarity between different parts of documents was calculated to generate links 

between those with the highest similarity. As a result, a ranked list of links between 

documents parts was obtained, additionally to the topics associated with each link. Tables 

4-1 and 4-2 show examples of the similarity detected between the sections of two 

Programming Fundamentals and two digital circuits design books, respectively. 

 

book_docid1 title1 book_docid2 title2 Sim 
book1_5_1 Digital Hardware book2_5_8 Application-Specific ICs 0.67 

book1_5_1_1 Standard Chips book2_7_2 Logic Families 0.48 

book1_5_1_2 Programmable Logic Devices book2_5_8 Application-Specific ICs 0.95 

book1_5_1_3 Custom-Designed Chips book2_5_8 Application-Specific ICs 0.85 

book1_5_2 The Design Process book2_9_1_3 HDL-Based Design Flow 0.52 

book1_5_3 Structure of a Computer book2_9_1_1 Why HDLs? 0.52 

book1_5_5 Digital Representation of 
Information 

book2_6_5_7 Excess Representations 0.76 

book1_5_5_1 Binary Numbers book2_6_5_1 Signed-Magnitude 
Representation 

0.98 

book1_5_5_2 Conversion between Decimal 
and Binary Systems 

book2_6_2 Octal and Hexadecimal 
Numbers 

0.78 

book1_6_6 Synthesis Using AND, OR, 
and NOT Gates 

book2_8_3_3 Combinational-Circuit 
Minimization 

0.41 

book1_6_7 NAND and NOR Logic 
Networks 

book2_7_3_6 Noninverting Gates 0.82 

book1_6_8_1 Three-Way Light Control book2_12_2_3 The Simplest Switch 
Debouncer 

0.67 

book1_6_8_2 Multiplexer Circuit book2_5_3 Digital Devices 0.52 

book1_7_1 Positional Number 
Representation 

book2_6_5 Representation of Negative 
Numbers 

0.98 
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book1_7_1_1 Unsigned Integers book2_6_5_1 Signed-Magnitude 
Representation 

0.96 

book1_7_1_2 Octal and Hexadecimal 
Representations 

book2_6_5_1 Signed-Magnitude 
Representation 

0.98 

book1_7_2 Addition of Unsigned 
Numbers 

book2_10_10 Adders, Subtractors, and 
ALUs 

0.73 

book1_7_2_1 Decomposed Full-Adder book2_7_3_6 Noninverting Gates 0.58 

book1_7_2_2 Ripple-Carry Adder book2_10_10_1 Half Adders and Full Adders 0.86 

book1_7_3 Signed Numbers book2_6_5_5 Diminished Radix-
Complement Representation 

0.95 

book1_7_3_1 Negative Numbers book2_6_5_3 Radix-Complement 
Representation 

0.97 

book1_7_3_2 Addition and Subtraction book2_6_7 Ones'-Complement Addition 
and Subtraction 

0.90 

book1_7_3_3 Adder and Subtractor Unit book2_6_7 Ones'-Complement Addition 
and Subtraction 

0.91 

book1_7_3_5 Arithmetic Overflow book2_6_8 Binary Multiplication 0.83 

book1_7_3_6 Performance Issues book2_10_2_2 Propagation Delay 0.88 

 

Table 4-2 Similarity between text subsections of two Digital Circuit Design books. 
 

The hierarchical structure was constructed, taking the concepts which belong to titles and 

subtitles of the books sections that have the highest similarity and shared the same topics. 

Only concepts that were present in both books were selected. During this process, only the 

topic words and entities detected in the titles of the chapters and sub-chapters were used, 

without considering the text information of all subsections. After this process, each term 

becomes a concept within the ontology, and the parent-child relation between terms 

becomes a relation in the ontology. A similarity cut-off values of 0.54 and 0,48 were selected 

for the Programming Fundamentals and Digital Circuit Design ontologies.    

The figure No 4-5 shows a preliminary ontology for Programing Fundamentals discipline. 
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Figure 4-5. Programming Fundamentals preliminary ontology 

 

For each of the document parts text, the Textrank library2  was used to summarize the text, 

in order to find the most relevant sentences. An internal graph is constructed where the 

vertices represent each sentence in a document. The edges between sentences are based 

on the content overlap, which is the number of words that two sentences have in common. 

Table No. 4-3 shows the most relevant sentences extracted from two Fundamental 

Programming book sections. 

Title Section Sentences 

Development Tools 
  

the higher-level language code is called source code. 

the interpreted machine language code is called the target code. 

the interpreter translates the source code into the target machine 
language. 

Expressions and 
statements 
  

 An expression is a combination of values, variables, and operators. 

 A statement is a unit of code that the Python interpreter can execute. 

 

Table 4-3. Identified relevant sentences from book sections 

                                                             
2 Textrank text summarization library - https://nlpforhackers.io/textrank-textsummarization/ 



65 
 

 

Then, during the semantic analysis process, ClausIE3 was applied to the summarized 

sentences to extract relations between terms.  Finally, the triples extraction process 

identified hundreds of triples approximately from the main sentences from the documents, 

but only selected those that had words present in the topic list associated with each 

document parts.  Tables 4-4 and 4-5 show samples of triples lists for fundamental 

programming and digital circuit design courses. 

Object Relation Subject 

python will display program error message 

function require argument 

argument be pass value 

statement continue iteration 

program be call integrality constraint 

set support operation 

operation be search 

control flow statement cause iteration 

tuple have composability 

runtime error be called program 

statement be execute order 

iteration be use expression 

program do iteration 

function pow take argument 

error be produce runtime system 

word return string 

pass object be Pointer 

readlines method read line list 

 

Table 4-4. Triple list for fundamental programming content 

 

Object Relation Subject 

combinational-circuituilding block subcircuit multiplexer 

input have output 

decoder evaluate input 

delay be cause adder circuit 

circuit be gate delay 

counter be clock 

circuit be state 

propagation delay would be circuit timing 

decoder have input code 

decoder have output code 

state table have adjacency diagram 

                                                             
3 ClausIE Open Information Extractor - https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/software/clausie/ 
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hazard be state table 

array element can be integer 

hardware description language signal declaration 

device is pld 

address provide datum input 

technology roadmap forecast discuss transistor 

logic design principle Chapter example verilog 

circuit will operate clock frequency 

design technique flip-flop circuit 

 

Table 4-5 Triple list for digital circuit design content 

 

Then, to generate the definitive ontology, these terms were connected and added to the 

preliminary ontology. Figure 4-6 shows an extract from the final ontology for the 

Programming Fundamentals course. This ontology has 54 terms in a hierarchy in its first 

three levels and 61 terms in the first fourth levels.  

For the Digital Circuit Design course, the ontology has 57 terms in the first three levels and 

68 in the first four levels. An excerpt of this ontology as shown in Figure 4-7.  

 

 

 

Figure 4-6. Programming Fundamentals automatically generated ontology (excerpt) 
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Figure 4-7. Digital design circuit automatically generated ontology (excerpt) 

 

4.4.2 Other Ontologies. 

Next, some adjustments were made in the configuration of the number of iterations of the 

LDA model and the selection of similarity algorithms during the generation of an ontology 

for the Computer Organization course. The experts were consulted and selected the 

following books: Computer Organization and Design: The Hardware/Software Interface 

(Fifth Edition.) and Computer architecture, a quantitative approach (Sixth Edition). 

Both digital books in pdf format were the entry of the parsing process to obtain the corpus 

documental and hierarchical structure from sections and subsections; then, the LDA model 

was applied to the preprocessed document’s collections to obtain topic probabilities. The 

figure 4-8 shows the java parsing process execution over computer organization digital 

books. 

 

Figure 4-8. Parsing Process Execution 

LDA setup depends on the number of topics, the number of sampling iterations, the 

smoothing over document-topic distribution hyper-parameter α, and the smoothing over 

topic-word distribution hyper-parameter β. The number of iterations was set in 1000, 

considering the size of the documents and the collections. LDA hyper-parameters were set 
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up in initial values of α = 0.1 and β = 0.01, and then used the fixed-point optimization for 

hyper-parameters.   For the parameter K, the value of 125 was selected, which is equivalent 

to the midpoint of subsections number of each book.  

Then, during the sections mapping process, for every part of the first book, each part of the 

second book is ranked according to the similarity of their content sections and subsections. 

As a similarity measure, the reciprocal symmetric KL divergence was used instead of the 

cosine similarity. Table 4-6 shows a sample of the similarity values detected between 

sections and subsections of both organization computer books. 

 

Book_id1 Book_1 title book_id2 Book_2 title Sim 

book1_7 Computer Abstractions and 

Technology 

book2_9_2 Contributors to Previous Editions 0.68 

book1_7_1_1 Classes of Computing 

Applications and Their 
Characteristics 

book2_8_1 Why We Wrote This Book 0.65 

book1_7_2_1 Design for Moore’s Law book2_10_9_4 Amdahl’s Law 0.70 

book1_7_2_2 Use Abstraction to Simplify 
Design 

book2_18_2_1 Performance of Pipelines with Stalls 0.54 

book1_7_2_3 Make the Common Case Fast book2_8_7 Case Studies with Exercises 0.84 

book1_7_2_6 Performance via Prediction book2_12_2_2 Summary of the Loop Unrolling and 

Scheduling 

0.48 

book1_7_2_7 Hierarchy of Memories book2_11_5 2.5 Crosscutting Issues: The Design 
of Memory Hierarchies 

0.52 

book1_7_2_8 Dependability via Redundancy book2_14_2_1 What Is Multiprocessor Cache 
Coherence? 

0.48 

book1_7_4_1 Through the Looking Glass book2_10_3_2 Genuine Computer Architecture 0.53 

book1_7_4_2 Touchscreen book2_8_10 Concluding Remarks 0.54 

book1_7_4_3 Opening the Box book2_14_3_3 A Multiprogramming and OS 
Workload 

0.48 

book1_7_4_4 A Safe Place for Data book2_16_3_1 Interpreting Memory Addresses 0.64 

book1_7_4_5 Communicating with Other 
Computers 

book2_11_3_2 DRAM Technology 0.63 

book1_7_5 Technologies for Building 
Processors and Memory 

book2_10_6_2 Cost of an Integrated Circuit 0.70 

book1_7_6 Performance book2_10_9_5 The Processor Performance Equation 0.59 

book1_7_6_2 Measuring Performance book2_18_2_1 Performance of Pipelines with Stalls 0.56 

book1_7_6_3 CPU Performance and Its 
Factors 

book2_17_1_1 Cache Performance Review 0.90 

book1_7_6_4 Instruction Performance book2_10_9_5 The Processor Performance Equation 0.67 

book1_7_6_5 The Classic CPU Performance 
Equation 

book2_10_9_5 The Processor Performance Equation 0.59 

book1_7_7 The Power Wall book2_10_5_2 Energy and Power within a 
Microprocessor 

0.81 

book1_7_9 Real Stuff: Benchmarking the 
Intel Core i7 

book2_18_9 C.9 Concluding Remarks 0.64 

 
Table 4-6 Similarity between text subsections of two Computer Organization books 
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Then it was taken the information generated during the mapping process between the 

computer organization book's sections and ordered the similarity values between sections 

of books in descending order. They have only selected the parts that had associated the 

same topics and had a similarity cut-off greater than 0.65.    

Topics words detected in the titles of the chapters and subchapters are used, without 

considering the text information of all subsections. Each item in the index becomes a 

concept within a preliminary ontology. Next, in order to identify more relations between 

concepts, a triples extraction process based in Stanford Open Information Extraction 

(OpenIE) java library was applied to the main sentences selected from all subsections, to 

extract open-domain relation triples.  Finally, a process connects these terms and their 

associations to concepts that belong to the preliminary ontology. It was validated that the 

terms of triples coincide with any of the topics word lists belonging to each section and 

subsections.  The ontology has 52 terms in a hierarchy of three levels and 56 terms until 

the fourth level. An excerpt from this ontology, as shown in Figure 4-9. 

 

 

 

Figure 4-9 Computer Organization automatically generated ontology (excerpt) 

 
 

4.4.3 Results and discussion 

The graph structures formed by the concepts as child nodes and the parent-child 

relationship between them are processed to obtain the ontologies in OWL format, through 

the java libraries. This standard format for its flexibility and the ability to easily create 

subclasses and sub-properties based on entities in the core ontology and to search for 

information by queries in nodes is suitable for use by learning analytics applications. Figure 

4-10 shows an OWL ontology for the programming fundamentals course. 
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Figure 4-10. Programing Fundamentals Ontology in OWL Format 

 

To evaluate the ontology quality, the same professors that recommended the books were 

asked to create an ontology manually. These manually generated ontologies were 

considered as the ground truth to evaluate the precision and recall of the automatically 

identified concepts. To compare the concepts between both ontologies, a process of 

stemming and similarity comparison was followed. The figure 4-11 shows programming 

fundamental manually generated ontology. 
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Figure 4-11. Programming fundamental manually generated ontology 

 

The precision was calculated as the percentage of concepts that were in the automatically 

generated ontology that also were present in the manually generated ontology compared 

with the total number of concepts in the automatically generated ontology. The recall was 

calculated as the percentage of concepts of the manually generated ontology that also were 

present in the automatically generated ontology. 

The results of precision and recall for the generated ontologies (Programming 

Fundamentals and Digital Design), in contrast with manually ontologies, show values of 

72% and 67% for precision and 59% and 57% for recall, respectively. With the F-measure, 

a β lower than one gives more importance to precision, while a β higher than one gives 

more importance to recall. In our experiments, we used β =0 .5 to underline the importance 

of precision over recall. The results for the F-measure were 69% and 58% for each course. 

On the other hand, the results of precision and recall for computer organization course were 

66% and 68%, respectively, and the F-Measure was 67%. Figure 4-12 shows the Computer 

Organization course manually generated ontology. 



72 
 

 

Figure 4-12. Computer Organization manually generated ontology 

 

4.5 Conclusions 

In this work, it was possible to build a framework to generate automatically and validate 

course-based ontologies, from digital learning resources like books and online tutorials. The 

proposed methodology can be applied to any discipline, regardless of the domain 

knowledge, as long as digital texts validated by experts are available. 

In the evaluation of our methodology, two books were enough to create educational 

ontologies that, on average, were 70% precise and capture more than 50% of the concepts 

generated manually by an expert. Even the adjustment in similarity cut-off and the choice 

of the similarity method could influence a better automatic selection of concepts for the 

nodes of the ontology. 

The methodology also presents several limitations that could be overcome with further work. 

The end-user could play with the different model parameters, especially for the LDA model, 

to obtain more inclusive ontologies, sacrificing some precision, or vice versa. Currently, 

these parameters are fixed at design time. Another limitation of this work is the lack of 

consideration of the links into the ontology quality. A graph-based similarity measure could 

be used to understand better the relationships between the automatic and manual 

generated ontologies. 

Besides recommending educational material, these ontologies can also serve as a learning 

map for students who follow courses related to domain topics and want to know the most 

relevant concepts for study. Also, it could provide visual feedback to students about their 

progress in monitored courses.  
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5 Curriculum design assistant based in educational ontologies 

This chapter is based on the work described in the paper “Curriculum design assistant 

system based in automatically-generated educational ontologies.” This work describes the 

design and implementation of a functional assistant system to support instructors to design 

or re-design the curriculum of their courses. The system uses automatically generated 

ontologies from textbooks that reflect the structure of a specific body of knowledge.   

5.1 Introduction 

Previous works have already identified the importance of developing rich ontologies in the 

education field [161] .  Ontologies, which form a conceptual skeleton of the modeled 

domain, could serve to diverse educational purposes such as better understanding, 

knowledge creation, knowledge sharing, and reusing, collaborative learning, intelligent 

tutorials, problem-solving, seeking advice, or developing competencies [14] [134].  

Curriculum management and development can be improved using ontologies in curriculum 

tasks like aligning, comparing, and matching between universities, educational systems, or 

relevant disciplines.  Following this approach, we built a functional assistant system for 

teachers that use automatically-generated course-based ontologies, explained in the 

previous chapter, to help teachers in the process of creating Intelligent Curricula. The 

application shows a preliminary ontology, and teachers could be able to improve it via 

additional material or direct manipulation. Next, with the information entered by teachers, a 

mapping process identified the most relevant concepts using terms available or not in nodes 

of the domain ontology to perform learning resources suggestions.  

Educators could also evaluate the Intelligent Curricula quality, validating if the content of 

their documents was covered in the Computer Science curricula (CS2013) [162]. Thus, the 

system uses a multi-level classification model implemented through a combination of 

Machine Learning and Natural Language Processing techniques. 

The main contribution of this work is to evaluate teachers' perception about the usefulness, 

easiness, engagement, and other aspects related to the domain ontologies offered by our 

proposed system.   To achieve this, we prepared an experimental test focused on teachers 

who preferably have not taught the programming fundamentals course since the previous 

semester or more. 
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The main questions of the study were the following: 

 RQ1: Can the generated ontologies be useful in an assistant tool to design courses 

curriculum? 

 RQ2: What is the functionality that had the highest contribution during courses 

curriculum design? 

 

5.2 Related Work 

Conceptual model visualization methods such as ontologies are widely and effectively used 

in education, and many educational ontologies have been developed for several disciplines) 

and other related approaches such as collaborative learning and adaptive educational 

systems and Intelligent Curriculum design.   

An intelligent curriculum can be defined as the representation of the domain knowledge 

usually taught in a specific course in a way that is amenable to be understood and 

processed by a computational system. The most common representation that fulfills this 

requirement is ontology. 

Many education and learning analytics applications use Intelligent Curriculum represented 

as courses ontologies, to recommend learning materials [163] to automatically sequence 

learning activities [137], to evaluate the quality of contributions in online forums [139]. Also, 

to monitors the authoring process and prevents and solve inconsistencies [140] or to 

provide visual feedback to students about their progress [141]. 

This study looks for shedding light into the area of Intelligent Curriculum creation exploring 

the use of automatically-generated course ontologies for the creation and evaluation of 

Intelligent Curriculum in a few steps, through an assistant system to support course design. 

While the instructors can design curricula and add learning content, the system 

recommends a preliminary ontology, and the instructor is able to improve it through direct 

manipulation.   

5.3 Methodology 

Figure 5-1 depicts the phases followed by the curricula assistant system. The pipeline 

initiates with data collection from digital books and continues with processes to build the 

course's educational ontologies that will be used by the system's functionalities. Also, 
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multilabel classification trained models are available to validate the content of the course's 

curricula against CS2013 knowledge units. 

 

 

Figure 5-1. Curricula assistant system framework 

The following subsections explain the functionalities of the system that use each of the 

mentioned processes. 

 

5.3.1 Educational Ontology Processing 

Important quality criteria for a resulting ontology are the number of relevant concepts and 

relations that describe the specific domain and the comprehension of its structure [164]. For 

this last point, the visualization of the ontology is important.  For these reasons, we choose 

to generate ontologies with a maximum range between 50 to 100 concepts and a four-level 

hierarchy. 

To obtain the educational ontologies, we focused on the previous approach for the semi-

automatic generation from digital texts. We selected programming fundamentals digital 

books recommended by teachers and applied them to a parsing process to divides the 

documents into hierarchical parts (chapters, sections, subsections). Next, all parts of the 

documents are mapped to similar ones in other documents, using as a metric the similarity 

between the text of the two parts. Below, we used Latent Dirichlet Allocation (LDA) statistical 
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model in order to determine the most relevant topics for each section. Then, a process 

connected word topics according to the semantic relations and hierarchical structure 

present in texts. The result was a course-based ontology, like the one in Figure 5-2, with 74 

concepts for programming fundamentals course. Next, through libraries provided by 

Protégé editor [43], we configured it in OWL format so that it can be accessed by the system 

to identify the most relevant concepts available in domain ontology nodes and its 

hierarchical relations. 

 

 

Figure 5-2 Programming Fundamentals Ontology (Excerpt) 

 

 

5.3.2 Curricula assistant system. 

We built and web-based system to enter, edit, and validate course curricula by teachers and 

tutors. The system accesses the course-based ontologies and other information related to 

the course content to perform guides and suggestions about the course’s domain knowledge 

to teachers. We used Java language and Javascript to code the text editor and libraries, 

such as JGraphT [165]. The lightweight markup language BBCode [166] was selected 

because it is easy to read the text in its raw form, and it was possible to parse with Java 

JSOUP libraries.  

Also, Stanford Core NLP libraries [79] were used for parsing algorithms and graph structures 

visualization.    Figure 5-3 shows an interface of the curriculum assistant system consisting 
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of a list of pre-configured courses, a text editor for recording the course curriculum, and the 

functional options available to teachers and instructors. 

 

 

Figure 5-3 Curricula Assistant System menu and editor 

5.3.3 Curricula concepts validation 

A parsing process was implemented to extract the text delimited by tags and to build 

abstract representations from course curricula. Other elements, such as bullet points, 

punctuation, and line breaks, were also used to identify relevant information into raw text. 

A linguistic analysis was then applied using Stanford NLP libraries and Part-of-speech 

tagging (POST) techniques to determine the nouns and key phrases available in each 

document and get a list of terms used by teachers. The figure 5-4 shows tagging and 

parsing processes in a text sentence. 
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Figure 5-4. NLP tagging and parsing processes 

The ontology fulfills the function of the domain model, i.e., its nodes represent the domain 

concepts, and the links determine the relationship between them. A mapping process 

implementation used these links to traverse the ontology and locate the nodes that were 

associated with specific concepts available in course curricula. Once the mapping is 

established, the identified and unidentified concepts and keywords are shown to users 

with a special markup to help them during the definitive selection of terms for curricula 

design. Figure 5-5 shows a capture of the validation curricula concepts module. Note the 

difference in colors, yellow for concepts not included in the ontology, and blue for concepts 

included. 

 

Figure 5-5. Validation Concepts Functionality 
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5.3.4 Report Analysis using multilabel classification 

This functionality aims to assure the quality content of teachers’ course curricula through a 

multilabel classification model implemented using Convolutional neural networks (CNN)    

[103] libraries and pre-trained word vectors. First, we used semi-structured data from course 

knowledge units of the following courses: Programming fundamentals, architecture and 

organization, information management, programming languages, algorithms, operating 

systems, and artificial intelligence, which are available in CS-2013 digital documents.  

 Figure 5-6 shows a fundamental programming knowledge unit excerpt from CS-2013 digital 

edition. 

 

Figure 5-6. CS-2013 Fundamental programming Knowledge Unit excerpt 

Then, to build the final corpus, a four-level hierarchical structure was designed. The 

sentences of the first, second, and third levels were obtained from the knowledge units of 

the selected courses of the CS-2013 curricular standard. The last level sentences were 

obtained from the Wikipedia pages, linked to the main concepts selected in the third level.  

The table 5-1 shows an example of sentences referring to the courses’ knowledge units of 

the computer science standard curricula CS-2013. 
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Category Level Sentences 
Programming_Fundamentals 0 Fundamental Programming Concepts 

Programming_Fundamentals 1 Variables and primitive data types  

Programming_Fundamentals 1 The concept of recursion 

Programming_Fundamentals 0 Fundamental Data Structures 

Programming_Fundamentals 1 Arrays 

Programming_Fundamentals 1 Strings and string processing 

Programming_Fundamentals 1 Abstract data types and their implementation 

Programming_Fundamentals 2 Stacks 

Programming_Fundamentals 2 Queues 

Programming_Fundamentals 2 Priority queues 

Programming_Fundamentals 2 Sets 

Programming_Fundamentals 2 Maps 

Programming_Fundamentals 3 Queues are common in computer programs, where they are 
implemented as data structures coupled with access routines, as an 
abstract data structure. 

Software_Engineering 0 Software Processes 

Software_Engineering 1 Team participation. Roles and responsibilities in a software team 

Software_Engineering 2  Team processes including responsibilities for tasks, meeting 
structure, and work schedule 

Software_Engineering 2 Roles and responsibilities in a software team  

Software_Engineering 2 Risks associated with virtual teams (communication, perception, 
structure)  

Software_Engineering 3 Software requirements is a field within software engineering that 
deals with establishing the needs of stakeholders that are solved by 
software. 

Artificial Intelligence 1 Basic Machine Learning 

Artificial Intelligence 2 Definition and examples of broad variety of machine learning tasks, 
including classification 

Artificial Intelligence 2 Simple statistical-based learning, such as Naive Bayesian Classifier, 
decision trees 

Artificial Intelligence 3  Support vector machines (SVMs) 

Artificial Intelligence 3 Learning decision trees, 

Artificial Intelligence 4 Support vector machines (SVMs), are a set of related supervised 
learning methods used for classification and regression. 

 

Table 5-1. Sentences from CS-2013 knowledge units 

Following the Kim approach [113], we designed a simple CNN network composed for an 

input layer with five different ngrams window sizes and one layer of convolution on top of 

word vectors obtained from Word2Vec unsupervised neural language model [109].  These 

vectors representations are essentially featuring extractors that encode semantic features 

of words in their dimensions. 
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To run the experiment, first, we trained the CS2013 database using 100-dimensional 

word2vec embeddings.  Next, we used Gensim library and Keras framework to build the 

convolutional neural network, using as parameters a ratio value of 0.2 and a count of 

epochs of 20. During the training, the model was configured to divide data into training 

and test datasets in a ratio of 80/20. The model evaluates itself after every epoch and 

adjusting parameters according to its loss function. The result is a set of parameters that 

have a particular ability to classify to new values, and the validation accuracy measured 

this ability. Fig 5-7 shows the capture of the model training process. 

 

Figure 5-7. CNN Model Training Process 

The networks try to predict 0 or 1 values on every label, and the model uses the confidence 

values to produce a ranking. In the end, we used a sigmoid activation function to treat the 

labels independently. Next, the multi-label text classification trained model was applied to 

concepts and key phrases identified using part of speech tagging over the Intelligent 

Curricula text generated by teachers from our web application.   As a result, the model 

returns in JSON format a set of probabilities labels related to CS-2013 areas, similar to 

Figure 5-8, and the report analysis module takes these data and shows a bar chart.  Figure 

5-9 depicts an example in which the curriculum's content presents a probability greater 

than 70% of being labeled as Programming Fundamentals course within the standard 

curriculum CS-2013. 

 

Figure 5-8. Multi-label text classification probabilities labels 
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Figure 5-9. Report Analysis Functionality 

 

5.4   Experimental Design 

Next, we present the participants' profile and the experiment context carried out with the 

assistant system to try to answer the following research questions. 

 RQ1: Can the generated ontologies be useful in an assistant tool to design courses 

curriculum? 

 RQ2: What is the functionality that had the highest contribution during courses 

curriculum design? 

 

5.4.1 Participants 

Twelve teachers belonging to School of Computer Science at ESPOL University were 

selected for the experimental test. Teachers were young lecturers (mean= 30 years old), 

75% were male, 25% were female.  The average teaching experience was 6.2 years, 25% 

of them have never taught the programming fundamentals course, 66.7% taught this course 

two semesters before the experiment, and the remaining 8,3% are teaching the course in 

the current semester.  
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5.4.2 Experimental Context 

Teachers that participated in this study were instructed to design curricula for programming 

fundamentals course with the restriction that it had to be between 30 and 50 concepts in a 

hierarchical structure. Teachers had access to an online version of the curricula assistant 

system and its functionalities during the experiment. Also, each teacher was informed that 

the maximum time for the task was 30 minutes.  

The teachers were also able to access the assistant system and a digital copy of 

programming books. They received a short description via mail of how to do the task. For 

instance, they were instructed that in the first iteration, they could use the option “Ontology 

View” to visualize a course-based programming fundamentals ontology as a content 

reference.  Moreover, the explanation indicated that the remaining system options (“Validate 

Concepts” and “Report Analysis”) could be enabled once the first version of their Intelligent 

Curricula was registered in the system. Next, a questionnaire similar to the one in Figure 5-

10 with multiple-choice questions was implemented using Google forms to explore teachers’ 

perceptions about system functionalities during the curricula design. The link for the 

questionnaire was sent to the participants once the experiment finished. 

 

Figure 5-10 Teachers evaluation questionnaire 
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For this analysis, data were divided into two parts. The first part is related to the first 

research question and included questions aimed at gauging teachers' perceptions. The 

second part is related to the second research question and corresponds to questions 

focused on teachers' opinions about the functionalities of the assistant system. Figure 7 

shows screenshots of teachers using the assistant system during the experiment.  

 

Figure 5-11. Teachers using the curricula assistant system 

We measure the perception of the teachers about usefulness, easiness, and 

recommendation about the usage of the tool for other courses, with a five-point Likert scale 

(1 equals strongly disagree, and 5 equals strongly agree). 

 

5.5 Results and discussion 

To answer the research questions posed above, we present first the descriptive statistics 

of the usefulness, easiness, and recommendations about the usage of the tools. This 

information is presented in Table No. 5-2. 
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Question Objective N Mean Std Deviation Variance Skewness 

Usefulness of tool 12 3.9 0.70 0.491 0.123 

Easiness of tool  12 3.8 0.75 0.564 0.329 

Agreement of use the 

tool to other courses 

12 4.3 0.67 0.455 -0.593 

 

Table 5-2 Descriptive Statistic: Usefulness, Easiness, Recommendation of usage 
 

As can be seen from Table 5-2, the system is perceived as useful for curriculum design 

(mean= 3.9). As for the easiness of the tool, the results were similar to the usefulness 

(mean= 3.8). It indicates that most teachers perceived that the tool and its functionalities 

are relatively easy to use. Teachers indicated they would recommend to others the use of 

the tool (mean=4.3).  These values allow us to answer question RQ1, stating that 

knowledge ontologies are useful for the design of course curricula, from the point of view 

of teachers. 

The second part of the questionnaire contained questions related to the functionality of 

the system. The first question aims at investigating what system functionality had a more 

significant contribution to teachers during the curricula design task. The results were the 

following: "View ontology" with 55%, "Report Analysis" with 36%, and "Validation 

concepts" with 9%. These results denote that the ontology is the functionality that most 

helped teachers during the test. These results let us answer RQ2, stating that the 

functionality system that contributes the most to the curriculum design is the view of the 

ontology. 

The second question aims at investigating if teachers would use the tool during a 

curriculum reform. The results were positive, with 91% of teachers indicating they would 

use this tool for this activity.  

Moreover, the participants made some comments about their experience in the test. Most 

were proposed improvements to the curricula assistant system, such as improving the 

editing process, the visualization of ontologies, and information structure. Table 5-3 shows 

the most relevant comments by teachers about their experience with the curricula 

assistant system. 
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Question Objective Comment 

Usefulness of tool It would seem like a good idea that the ontology can be grouped and 
opened so that the user when seeing the information, does not feel 
stressed from seeing so much text. 

The system could suggest the list of topics, and the teacher chooses 
the subset of topics that he wants to include and the order in which he 
wishes to dictate them. 

Easiness of tool I would like the information presented by the ontology can be dragged 
towards the system editor, preserving its hierarchy. 

A text editor with formatting tools may not be the best alternative, but a 
smaller interface where content is entered, and then it indicates that 
parts of the document are nested within the text. 

Usage of the tool in 
other courses 

The tool speeds up the design of a syllabus and offers immediate 
feedback on topics that have not been included. 

It seems to me that it should be used in other courses as support for 
the creation of syllabus. The presented ontology serves as a guide for 
the creation of knowledge units. 

 

Table 5-3. Teachers most relevant comments about curricula assistant system 

 

Finally, a precision measure was calculated through as the percentage of concepts that 

were in each teacher curricula content, that also were included in the CS2013’ 

programming fundamentals knowledge units, available in digital documents. The average 

precision for all teachers’ curricula courses was 73%. 

The idea of using visual structuring of information to improve the quality of understanding 

and mentalization among research colleagues is not new. Ontologies are useful 

structuring tools and provide an organizing axis along which teachers or students can 

mentally mark their vision in the information hyper-space of domain knowledge. These 

investigations could explain because most participants pointed out that the ontology was 

the system functionality that most helped them during tests. 

This study is not without limitations. It was conducted on a limited number of participants, 

and only one-course ontology was tested in the assistant system for experiments; 

however, in general, the tool had proper usefulness and easiness evaluation. User 

comments highlight the few steps that must be taken to achieve the objectives but also 

request improvements in flexibility for the use of the ontology. 
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5.6 Conclusions 

This study investigated how useful educational ontologies can be for the generation of 

course curricula.  The results indicated that teachers believed which the system helped 

them to develop the curriculum for programming fundamentals course, and the functionality 

that contributed most to the design of it was the preliminary visualization of the domain 

ontology.  The average precision of the curricula courses gives an insight into the quality of 

the content created by each tutor with the help of the assistant system tools.  

These results are significant because by helping teachers to improve the curricular content 

of courses, with the support of ontologies based on digital books recommended by experts 

and content automatic validations against curricular standards such as CS2013, students 

can get better educational material at the time of development of the courses.  

As future work, we envision the use and evaluation of educational ontologies on the 

curricula design of more courses and other learning analytics applications that consume 

educational ontologies.   
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6 Ontologies generation from unstructured data  

This chapter is based on the work described in the paper “What do students say about their 

universities? Generation of ontologies from users posts content in social networks.”, This 

work defines an approach to build and test ontologies from non-structured data, such as 

posts in social networks related to specific topics, through datamining, machine learning, 

and natural language processing techniques. The results obtained suggest that the 

methodology can be used to provide information from unstructured data, and can also be 

used in analysis, understanding, and decision-making, as well as for the use of other 

applications in different fields. 

6.1 Introduction  

The quantity of textual data presented in social media, such as online forums, blogs, and 

social networks posts, is highly dynamic and involves interaction among various 

participants. There is a massive amount of text continuously generated by users in informal 

environments. Standard data mining techniques do not have enough resources to evaluate 

and understand unstructured data; therefore, linguistic techniques are necessary. Text 

mining and Natural Language Processes are the most promising avenues for social media 

data processing and for providing methods and algorithms that extract meaningful 

information from a large volume of data from multiple sources and languages [167]. Social 

media is essential because social networks have made everybody a potential author, so 

the language is now closer to the user than to any prescribed norms [168]. In this way, 

students share information about events, activities, services, opinions, and experiences at 

the university on social media channels [169]. This information can be used for monitoring, 

feedback, and to recommend actions for improvements by managers and tutors. On the 

other hand, ontologies are the best way to share a common understanding of information 

structure among people or software agents [9] [10]. These are representing a set of 

concepts within a domain and the relationships between those concepts. Thus, they can be 

considered the explicit and abstract model representation of finite sets of terms and 

concepts already defined [21].  

We propose a methodology for ontologies generation that can express a basic 

understanding of the domain in unstructured data related to universities from diverse social 

networks. These ontologies can be used for analysis and comprehension about students’ 
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interests, problems, behaviors, opinions, and preferences about universities and academic 

issues, in a simple, formal, and explicit way. 

For this study, we collected social networks data that refers to the following Ecuadorian 

universities: Universidad Catolica Santiago de Guayaquil, Escuela Superior Politecnica del 

Litoral, Universidad de Especialidades Espiritu Santo, Universidad San Francisco de Quito 

and Universidad de Cuenca. 

The rest of this work is structured as follows: Subsection 2 describes the related work, 

Subsection 3 presents the proposed methodology, Subsection 4 describes the results of 

the case study analysis, and Subsection 5 presents the conclusions and future work 

components, incorporating the applicable criteria that follow. 

 

6.2 Related Work 

Ruch et al. (2007) propose the use of various bag-of-words or bag-of-n-grams 

representations to classify sentences from abstracts in the domains of clinical trials and 

biomedicine in categories, such as introduction, purpose, method, results, and conclusions. 

Gaeta et al. [142], extract knowledge ontologies from structured documents using text 

mining and semantic analysis techniques, and Sun et al. [170] uses hierarchy Latent 

Dirichlet Allocation (hLDA) model to generate a tree structure of the topic hierarchy for a 

java program comprehension. Also, Sam proposes a model design that analyzes the 

unstructured customer reviews inside the posts on social networking websites, and Salas-

Zarate et al. [171], propose a sentiment analysis method based on ontologies in the 

diabetes domain from Twitter. In all the approaches reviewed, something stands out. They 

are addressed using either rules or Machine Learning methods based on features 

disregarding other information, such as the syntactic dependencies. Our work differs from 

the above studies because the ontologies generated have common concepts found in 

different unstructured documents from several sources. Moreover, syntactic sequences of 

words were taken into consideration, as well as their order of appearance in sentences. In 

this way, we make sure that these ontologies, specifically designed to explain a domain 

representation, have only the most relevant terms and relations in a hierarchical structure. 
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6.3 Methodology   

In figure 1, we show the methodology phases for configuration of an ontology’s generation 

framework,    

 

 

Figure 6-1. A proposed Framework for Ontologies Generation from Social Networks 

 

6.3.1 Social Media Data in Education 

Social media is essential because social networks have made everybody a potential author, 

so the language is now closer to the user than to any prescribed norms [172]. This way, 

they share information about events, activities, services, opinions, and experiences on 

social media channels  [169]. 

Social networks have gained credibility over the years as reliable sources of information 

and a platform where organizations can interact with audiences. Educational institutions 

adopt these developments to their systems and depend on group resources and 

mechanisms to improve student life [173]. The use of social networks in education gives 

students the ability to obtain useful information and connect with learning groups and other 

educational resources and applications. 
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Valuable knowledge can be obtained through social networks, such as analysis and insights 

on several topics or issues for study purposes. Social networks are also a way where 

students can establish beneficial connections for their careers. As an educational institution, 

it is crucial to be active on many possible social platforms; this helps to create better student 

training strategies and shapes student culture. 

Also, social networks offer audience and subject monitoring tools that are useful and is one 

of the best platforms for extracting data. Researchers can find out how most people feel 

about a particular topic or how experts perceive and advise specific topics. 

6.3.2 Data Collection 

Information was collected from publications about activities, comments, and opinions from 

social networks: Facebook, Instagram, and Twitter. We selected 15.149 public posts 

between August and December of 2018, which presented interaction (comments and likes) 

among students on issues related to university life linked by hashtags referring to the 

selected universities (#espol, #ucsg, #uees, #ucuenca, #usfq). We only considered 

publications with more than two comments, and that does not refer to advertising, sales, or 

other issues outside academic scopes. 

 

Figure 6-2. Instagram post with #espol hashtag 
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Figure 6-3.  Twitter post with #usfq hashtag 

 

For data extraction, we used Python scraping algorithms with Selenium and BeautifulSoup 

libraries and wrapper functions with Twitter and Instagram API. The following features per 

post were gathered: post id, user id, hashtags, date, text, and comments count. Next, each 

document was processed, considering the following steps:  

1. Lexical analysis where each document was transformed into words to describe the 

content,  

2. Elimination of empty words, generally composed of articles, prepositions, marks, 

conjunctions, numbers, punctuation marks and words that did not describe the content 

semantically and are of little interest for the analysis. 

3. Stemming process or recognition of stems consisted of the automatic elimination of non-

essential parts of the terms (suffixes, prefixes) to reduce them to their essential part. 

The percentages of publications by social networks during this period were as follows. 

Twitter 30.60%, Facebook Forum Pages, 8.17%, and Instagram 61.23%, indicating the 
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popularity that Instagram has on students. Figure 6-2 and figure 6-3 shows an Instagram 

and twitter posts associated with the hashtag “espol”. 

6.3.3 Terms extraction process 

Text mining processes such as TF-IDF [65], were applied over documents in order to 

determine the most relevant terms in user posts. TF-IDF is a technique for term extraction 

that allows the identification of terms in a document. Besides term frequency, this technique 

also considers the relevance of the terms in the document. This process requires a corpus 

to distinguish standard terms from the relevant ones, which appear in the analyzed 

document but are not frequently used in any other document. After extracting all posts and 

their user comments, the term frequencies for the whole corpus was calculated. Then, we 

applied a Part-Of-Speech Tagging process using Stanford Parser NLP library [74], over 

terms, to identify only the nouns. Finally, these terms are stored in lists for subsequent 

validations. In Figure 6-4, an example of part-of-speech in a sentence is shown. 

 

Figure 6-4. Part-of-speech from a sentence. 

 

6.3.4 Topic Modeling 

The concepts composed of one or more relevant terms extracted from the corpus was 

identified, using the hierarchical LDA [125]. hLDA is an adaptation of LDA that models’ 

topics as mixtures of a new, distinct level of topics, drawn from Dirichlet distributions and 

not processes. The difference is that the clustering is now hierarchical- it learns a clustering 

of the first set of topics themselves, giving a more general, abstract relationships between 

topics (and hence, words and documents).  Next, to configure hLDA, it is necessary to 

choose a path in the L-level tree from root to leaf and a vector topic Θ of topic proportions 

from a Dirichlet distribution of L dimensions. Then use a mixture of the topics from root to 

leaf to generate the words that make up each document. 

6.3.5 Semantic Analysis 

For the semantic analysis and the relationship extraction, we used Part-Of-Speech Tagging 

(POST) and Open information extraction techniques [88]  that process the linguistic analysis 
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of sentences and paragraphs terms, verbs and proper names. First, each sentence of the 

documents related to its similarity is divided into a set of related clauses. Each clause is 

reduced to the maximum, producing a set of shorter sentence fragments. These fragments 

are then segmented into information extraction triples, which were grouped and prioritized 

according to the concepts and terms presented in selected posts that contain nouns 

identified in the term extraction process. The corpus and documents are almost entirely in 

Spanish, so the NLP tools used must support that language. Among different approaches, 

we chose an implementation of LinguaKit [174]. Linguakit is a Natural Language Processing 

tool that supports Spanish language and includes relation extraction methods that return 

triples: SUBJECT - RELATION - OBJECT using algorithms based on Open Information 

Extraction. 

6.4 Results 

Once data was collected, it was preprocessed to remove Unicode text emojis, stop words, 

and transform text in a sequence of tokens. Next, data was organized into five datasets: 

(ESPOL, USFQ, UCSG, UCUENCA, UEES). Table 6-1 shows a sample of terms and the 

number of words per each dataset. 

Dataset Words Count Sample Terms 

ESPOL 12916 students, friends, congratulations, espae, yosoyespol, event, 
sporadic, datajamec, campus, week, iweek 

USFQ 8316 friends, congratulations, life, architecture, students, 
dragonsporsiempre, donation 

UCSG 4393 design, research, professional, marketing, medicine, career, 
congress, art, life, graduation 

UCuenca 6105 faculty, students, sciences, hospital, architecture, education, 
graduates, arts, carnetization 

UEES 9029 tourism, congress, success, goals, congratulations, degree, 
conference, project, architecture 

 

Table 6-1. Datasets Summary 

Next, terms extraction process was used to detect the most relevant terms. For ESPOL dataset 

was considered 12802 words (99.12%) from 4127 documents. The most common terms with 

higher TF-IDF weights were: “yosoyespol”, “iweek”, "engineering", "campus", "datajamec", 

"congratulations", "students", "espae", "mountainbike”, among others. Figure 6-5 shows terms 

that have a TF-IDF weight greater than 500 and suggest that most of the posts are related to 

faculties, friendship, students’ activities, sports, and academic events.  
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Figure 6-5. Most Frequent terms in five ESPOL dataset. 

For the dataset of the five universities posts, 31.799 unique terms (99.24%) were conserved 

for the following analysis. Figure 5. shows the most frequent terms with higher TF-IDF weights. 

They were: “students,” “semester,” “lessons,” “faculty,” “life,” “thesis,” “partial,” “events,” 

“career,” “overcoming” among others. These terms have a TF-IDF weight greater than 1.500 

and suggest that most of the posts are related to semester tests, university life, graduations, 

friendship, and faculty activities.  

 

Figure 6-6. Most Frequent terms in five Universities dataset 

 

6.4.1 Ontologies Processing 

To prepare the data and create the corpus, text preprocessing routines, such as 

Tokenization, elimination of Stop words, and Stemming, were run over datasets. Next, using 

java mallet, the following parameters were configured to hLDA topic models: 500 as 

iterations number, a hyperparameter α of 0.1 as a value of smoothing over level 
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distributions, and three as the number of levels in the tree. Finally, once the process run 

and the number of topics returned by hLDA model were 223 for the ESPOL dataset and 

689 for the universities’ dataset. Table 6-2 shows a sample of words for subsets of nodes 

(topics) in a label tree that was learned via hLDA using ESPOL and Universities datasets. 

 

Level Topic Terms for ESPOL dataset Topic Terms for Universities 
dataset 

0 i3week, yosoyespol, innovation, student, 
event, university, espolano, project, 
datajamec, friend, campus 

University, student, project, faculty, career, 
event, best, friend, life, information, work, 
science  

1 nation, app, life, best, training, thesis, bank, 
solution, edcom, section, music, academic, 
tech 

retohuellausfq, challenge, plastic, carbon, 
footprint, ecological, environmental, 
reduction, engineering,  

1 study, article, entailment, espolbike, 
crosscountrymtb, sunset school, cultural, 
datajamecuador,  

induction, production, faculty, relevance, 
biodiversity, educational, entrepreneur, 
architectal, freshman 

1 education, mentor, kenrobinson, degree, 
speed, datajam, scientific, nature, 
worldwide, competition 

student, memory, support, generation, 
polytechnic, natural, project, event, 
community, marketing 

1 information, reencuentroespol, south, 
dynamic, tourism, science, experience 

degree, prototype, music, presence, 
circuit, ninth, inscription, bigdata, brand, 
exchange, cohort, need 

1 payment, transespol, tournament, 
advertisement, recognition, culture, means, 
world, initiative,  

natural, friends, engine, nature, course, 
creation, allyouneedisecuador, design, 
education, development, tourism 

 

Table 6-2. A sample of hLDA topics from ESPOL and Universities datasets 
 

Then, only posts that contain main concepts detected by hLDA (in topic level 0 and level 1) in 

their sentences were selected to apply topic modeling. Table 6-3 shows example topics per post 

and their distributions of words. After executing the process, the nouns extracted from topics with 

probability values between 0.40 and 1, were taken and connected to the main concepts. Each 

term becomes a concept within the ontology, and the parent-child relationship between terms 

becomes a relation. 
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Post Prob Topic Words 

 

 

 

 Meet our Laboratory of 
Experimental Economics 
and Behavior at @Espol 

0.08 Lessons, business, english, teaching, behavior, 
speakers, links 

0.12 laboratory, insurance, graduate, future, unit, month, 
marketinglife 

0.14 share, knowledge, wonderful, speakers, doctors, 
work, grow, end 

0.24 entry, exam, test, teaser, pagoda, explosives, 
aptitude, knowledge, laboratory 

0.42 degree economics research, ethical, fortunate, 
crisis, counseling, learn 

 

Table 6-3. Example of topics extracted from an Instagram Post 

 

The number of topics words to be extracted per post is a configurable parameter k of the topic 

extraction algorithm. During experiments, values between four and fifteen were evaluated. The 

size of the final ontology varied according to this value, i.e., a smaller number of topic words 

resulted in a smaller number of concepts and relationships.  In this way, we selected a k value of 

4, to obtain a count of entities between 60 and 70 in the resulting ontologies. Figure 6-7 shows 

the relation between the number of topic words per post and the number of terms of the final 

ontology, detected during the experiments. 

 

Figure 6-7. Relation between k and Ontology Terms count 
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The hierarchical structure is constructed, taking the terms which belong to the zero and first level, 

to build an index of terms. To avoid words with similar meaning, it was verified that the words are 

nouns using POST algorithms (Part-of-Speech Tagging) provided by Stanford Spanish Parser 

Tools [175] did not have the same stem. 

The connections between concepts, by default, can be interpreted as a “Has Related” relation 

and are considered as axioms in the final ontology. However, they can be replaced by the verbs 

identified in Spanish sentences during semantic analysis and triples extraction processes. During 

the semantic analysis process, in order to extract more profound relations between terms, a triples 

extraction process using Linguakit Perl tool was applied to Spanish sentences extracted from 

social networks posts. Table 6-4 shows terms in structured relation triples. 

Subject Relation Object 

Students share professors and administrative staff 
from the faculty of natural sciences 

Tomorrow, will be participating the Basketball women's team 

This project tries to bring an effective communication culture of 
ESPOL to the city 

Students from different schools do an educational journey 

The activities develop the student clubs of ESPOL 

 

Table 6-4. Triples extraction process for sentences. 

 

The triples extraction process identified hundreds of triples in posts, but only those that had terms 

present in topic lists were selected. These terms were connected and added to the definitive 

ontology. Figure 6-8 shows an excerpt from ESPOL University posts ontology graph, obtained 

from the following main concepts: ’yosoyespol’, ’students’, ’i3week’, ’project’, ’event’ and 

’innovation’. This ontology has 54 terms in a hierarchy in its first three levels and 68 terms in the 

first fourth levels. 
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Figure 6-8. Final Ontology Excerpt for ESPOL dataset. 

 

Figure 6-9 shows an excerpt of the ontology graph for universities dataset, obtained from six main concepts 

(student, faculty, project, event, work, life). This ontology has 61 terms in a hierarchy in its first three levels 

and 72 terms in the first fourth levels. 

 

Figure 6-9. Final Ontology Excerpt for universities dataset 

 

6.4.2 Evaluation 

Our case study involved 21 participants from several universities. Three quarters are 

graduates or postgraduates, and the others are undergraduates. We investigated whether 

the approach helps the participants to understand the most relevant topics in social 

networks posts. To show whether the ontologies generated by our methodology is useful, 

the participants needed to assess whether the ontologies enable them to understand the 

datasets samples.  

A five-point Likert scale with 1 (Strongly disagree) to 5 (very agree) assessed each 

participant’s view of the ontologies. According to the scores, we can see whether the model 
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helps topic comprehension. Figure 6-10 shows the questionnaire used for the ontology 

evaluation process. 

 

Figure 6-10 Ontology Evaluation Questionnaire 
 

Each participant was given a random sample of posts extracted from the Universities 

dataset, the ontologies generated, and a five-point Likert scale to answer questions related 

to the quality of the topics. The average score is around 3.95, which indicates that the 

participants think that the ontologies concepts are useful to understand the posts 

collections. Table 6-5 shows the descriptive statistics on the five-point Likert-type scale in 

this study. 

Question Objective N Mean Std Deviation Variance Skewness 

Ontology Usefulness 21 3.95 0.68 0.44 0.062 

 

Table 6-5 Five-point Likert responses descriptive statistics 
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Moreover, the opinion of the participants was consulted about the number of concepts of 

the generated ontology shown in the experiment. The results show in figure 6-11 were 

that 65% of the participants considered that it was appropriate, 15%, that it was 

insufficient, and 20%, that it was excessive. 

 

Figure 6-11. Opinion statistics about the number of ontology concepts. 
 

Also, the participants made some comments about their test experience. Some of the 

reviews pointed out that the graph is an adequate representation of the topics related to 

the dataset. Others indicated that the classification could be improved or that specific 

topics were missing in the structure of the ontology. Table shows the most relevant 

comments about ontology evaluation from participants 

 

Question 
Objective 

Comment 

Ontology’s 
Usefulness  

I consider that a large portion of the topics are covered, but there are some 
that do not fit the classification. 

The graph shows a good structure of the topics that are treated in the sample 
of the data set and allows them to have a conceptual map of the topics that 
are treated with respect to the university’s topics. 

It can be said that each cluster/group summarizes the info of the posts, is 
understandable, and shows what is necessary to understand the contents of 
the posts. 

The first nodes after the initial node ('university') seem correct to me, but some 
children of those nodes may be better classified. 

I consider that some topics of conversation were missing, but it is an adequate 
graphic representation. 
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However, the ontology of the experiment, having only 61 nodes, excluded specific more in-

depth topics and subtopics, which could be considered as missing or not included in the 

hierarchical structure of the graph, by the participants. Also, of 65% of the participants who 

considered that the size of the ontology was appropriate for their objective, most had a 

rating of 4 or 5 in the usefulness evaluation. 

 

6.5 Conclusions 

In this work, it was possible to design and built-in automatically way, an ontology in the 

Spanish language to discover relevant information in posts about universities. The 

unstructured data was extracted from several social networks such as Facebook, 

Instagram, Twitter, and was processed through text mining, machine learning, and natural 

language process techniques. 

The applied methodology can be used to create ontologies based on social network 

publications that generate interaction between users, regardless of the language and 

content topics. The final ontologies can help to discover interests and conversation topics 

in users and provide, in a simple way, useful information for the understanding and decision-

making process by managers and tutors, besides being useful for analytics applications and 

recommendation systems.  

The topics of interest detected in the resulting ontologies had a favorable rating from an 

evaluation group.  However, in some cases, it was hoped to find more in-depth information 

on other aspects of universities, such as course opinions or student problems during their 

academic progress. These last topics could be detectable in ontologies configured to have 

a larger size. 
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7 General Conclusions and Recommendations   

The ontologies have been widely used for various purposes, for example, to support data 

modeling, information integration, and knowledge management. Their role is to facilitate the 

construction of a domain of models and provide a vocabulary of terms and relationships in 

various fields, including education.  This research focuses on creating educational 

ontologies without further human intervention and then evaluating and using in potential 

educational applications. 

First, in chapter 4, this research proposed and tested the idea of using existing learning 

resources such as digital books, web-based tutorials, or other educational text in digital 

format as sources, to (semi- automatically) build and maintain course-based 

ontologies. These ontologies could realize the concept of the Intelligent Curriculum. The 

domain expert could easily modify them without the need to know about semantic 

technologies.  In the evaluation of our methodology, two books were enough to create 

ontologies that were, on average, 70% precise and capture more than 50% of the concepts 

generated manually by an expert.  These results answered the question “In a semi-

automatic way and with the support of Machine Learning and Natural Language Processing 

techniques, it is possible to generate domain ontologies from Semi-structured data such as 

texts of books, tutorials and courses from different academic disciplines?”. 

Thus, this research challenges the assumption that educational ontologies require 

expensive knowledge engineering for domain and content modeling. It also explores how 

to resolve the ontology-building economic barriers to entry, limiting the use of the Intelligent 

Curriculum for educational and learning analytics applications. With a little effort from the 

end-user, just recommending authoritative sources of learning materials such as digital 

books even in different languages, an acceptable ontology of the domain can be 

automatically created.   

Then the research continued with the creation of a system to support the design of the 

Intelligent Curriculum. In this application, while the instructor added learning content, the 

assistant system recommended a series of concepts through an automatically generated 

preliminary ontology. The instructor could improve its content through additional material or 



107 
 

direct manipulation. Also, the teacher could validate the quality of his text, either against the 

ontology or against curricular standards through the system's functionalities.    

The evaluation results in chapter 5 answered the question, "The automatically generated 

domain course ontologies can be useful in the fields of educational and learning analytics? 

It could be determined that teachers who participated in the experiment believed that the 

system was useful and perceived it as relatively easy to use to develop Intelligent Curricula.   

Also, teachers opined that the functionality that contributed most to curricula design was 

the preliminary visualization of the automatically-generated educational ontology.  

The system users highlighted the few steps that must be taken to achieve the objectives 

and requested improvements to systems functionalities, to get more flexibility at the time of 

using ontologies. These evaluation results allow us to envision opportunities such as the 

use of methods to evaluate the content of the curricula of academic courses with their 

respective curricular standards. Besides, they may allow the development of more 

sophisticated educational solutions that consume these ontologies, like tools for monitoring 

student learning during a course or applications that recommend courses learning 

materials. 

Finally, the research explores the automatic building of ontologies from unstructured data 

extracted from publications related to academics' issues and student life in different social 

networks like Facebook, Instagram, and Twitter. The data was processed through Text 

Mining, Machine Learning, and Natural Language Process techniques to discover relevant 

information from post collections. 

The evaluation scores from questionnaires in chapter 6, answered question “In a semi-

automatic way and with the support of Machine Learning and Natural Language Processing 

techniques, it is possible to generate domain ontologies from unstructured data, such as 

social networks publications related to education topics.?”. These results show that 

participants think that the ontologies' structures are useful for understanding the posts 

collections and comprehending the main topics they address. Besides, most study users 

considered that the size of the generated ontologies was adequate for their objectives.    

 

The resulting domain ontologies can help to discover interests and conversation topics in 

users and provide, in a simple way, useful information for the understanding and decision-
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making process by educational managers and tutors.  Among the topics that generated 

interaction between users, we can mention academics events, graduations, sports 

activities, information requests about careers, and faculties, course experiences, among 

others.  

The findings of this research seek to make contributions to the current state of the literature 

about the creation, evaluation, and exploration of the use of ontologies in the field of 

education.  The most relevant concepts from education-related materials could be identified, 

processed, and linked to each other for the generation of course ontologies through a series 

of artificial intelligence techniques. These automatically-generated models could be 

presented to teachers and students as a summary of a domain knowledge and integrated 

with educational and learning analytics applications. 

Two critical factors were identified during the design of the ontologies: the size and the 

language of the knowledge model. On the one hand, size as a property plays an essential 

role in the ontological understanding by humans and on the other hand, the domain 

language is key for the adequate selection and configuration of the NLP tools.  These 

variables could be configured to generate more inclusive ontologies ideal for visual 

comprehension or more extensive for greater precision in computational algorithms. It was 

also identified that it is possible to break the language barrier to create ontologies in other 

languages. One of them is Spanish, a field where this kind of type of educational resource 

is scarce. 

However, the research was not without its limitations.  Textbooks and online materials are 

written by different authors, for different audiences, and even in several languages. 

Furthermore, the volume of educational resources for less popular domains can be limited, 

and many domains lack formal domain models or ontologies, where all concepts are listed 

and organized. In other words, they have no domain standards to be measured.  

Additionally, more participants could have been considered to receive more feedback about 

the content of the ontologies generated and the functionality of the assistant system. 

However, due to the defined profile, there were few candidates. 

The use of more sophisticated techniques than topic modeling could be explored in future 

work, such as models to produce word embeddings with terms that share the same 

semantic meaning and deep learning models for text classification. Also, it would be an 
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important asset to investigate how to improve term mismatch difficulties between 

documents 

For technical and practical implications, ontologies generated from textbooks could be used 

as a component of other educational and learning analytics tools as knowledge models for 

recommendation systems and the feedback and implementation of pedagogical strategies 

in intelligent tutoring systems. Furthermore, with the changes suggested by the participants 

and by adding new functionalities to the assistant system, it could be used to prevent and 

solve inconsistencies in the curricular content and to provide visual feedback to students on 

their learning activities progress in courses, among other utilities.   

The methods used to build ontologies from unstructured texts allow an overall visualization 

that supports the understanding of the knowledge extracted from publications not only in 

the educational field but also on topics of local and global interest. Thus, topics related to 

online education, social restrictions, distance learning, collaborative and remote tools, could 

be explored. Also, it is possible that other content sources could be investigated, such as 

blog pages or discussion forums like Reddit, Quora, StackOverflow, among others. 
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