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RESUMEN

En el sector retail, mejorar la oferta de productos es fundamental para aumentar las
ventas y mejorar la experiencia del cliente. Este estudio desarrolla un sistema de
recomendacion de productos para equipos comerciales y de ventas, con el objetivo de
sugerir combinaciones de productos que mejoren la rentabilidad. Se implementaron
tres algoritmos de aprendizaje automatico: K-Nearest Neighbors (KNN), Alternating
Least Squares (ALS) y Neural Collaborative Filtering (NCF), evaluando su desempefio
con Precision, Recall y F1-Score.

Se analizaron datos historicos de compras para identificar patrones de consumo y
segmentar productos. Luego, los modelos fueron entrenados y evaluados para
determinar el de mejor desempefio en la generaciébn de recomendaciones. Los
resultados indicaron que el modelo NCF obtuvo la mejor precision, proporcionando
sugerencias mas acertadas.

Ademas, se disefid un prototipo de aplicacion interactiva que permite a los equipos
comerciales seleccionar productos y recibir recomendaciones en tiempo real. Este
enfoque facilita la planificacién de promociones y mejora la toma de decisiones basada
en datos.

Se concluye que el sistema desarrollado representa una herramienta util para la
gestion de productos en retail, mejorando la experiencia del cliente y la eficiencia de

las estrategias comerciales.

Palabras Clave: Sistemas de recomendacién, Retail, Aprendizaje automatico, Ciencia

de datos.



ABSTRACT

In the retail sector, improving product offerings is essential for increasing sales and
enhancing the customer experience. This study develops a product recommendation
system aimed at commercial and sales teams, with the goal of suggesting product
combinations that improve profitability. Three machine learning algorithms were
implemented: K-Nearest Neighbors (KNN), Alternating Least Squares (ALS), and
Neural Collaborative Filtering (NCF), evaluating their performance using Precision,
Recall, and F1-Score.

Historical purchase data was analyzed to identify consumption patterns and segment
products. The models were then trained and evaluated in different scenarios to
determine the best-performing model for generating recommendations. The results
show that NCF achieved the best performance, providing more accurate suggestions.
Additionally, an interactive application prototype was developed, allowing commercial
teams to select products and receive real-time recommendations. This approach
facilitates promotion planning and improves data-driven decision-making.

It is concluded that the developed recommendation system serves as a valuable tool
for product management in retail, enhancing the customer experience and the

efficiency of commercial strategies.

Keywords: Recommendation systems, Retail, Machine learning, Data science.
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CAPITULO 1

1. INTRODUCCION

Actualmente, los sistemas de recomendacién han adquirido una importancia
crucial debido al gran volumen de informacion disponible y la necesidad de
personalizar las experiencias de los usuarios (Ricci et al., 2011). Estos sistemas
son herramientas esenciales en diversas plataformas, tales como tiendas en
linea, servicios de streaming de mdusica y video, y aplicaciones sociales,
proporcionando una interfaz  personalizada que puede aumentar
significativamente la satisfaccion y retencion del cliente (Adomavicius & Tuzhilin,
2005). En el sector retail, la personalizacion de las ofertas y promociones
constituye un eje estratégico para diferenciarse en un entorno competitivo y
dinamico (Linden et al., 2003).

Los sistemas de recomendacion funcionan analizando datos histéricos a gran
escala para determinar tendencias y correlaciones que no son evidentes de forma
preliminar, utilizan algoritmos de aprendizaje automético para procesar esta
informacion y generar sugerencias personalizadas que pueden incluir productos,
servicios o contenidos especificos (Koren et al., 2009). Estos sistemas permiten
ofrecer una experiencia satisfactoria para el usuario y a su vez, optimizan
estrategias de marketing de las empresas al dirigir ofertas personalizadas que

tienen mas probabilidades de venta (Ricci et al., 2011).

El propostico del proyecto es desarrollar un Sistema de recomendacion de
productos para optimizar la oferta de combos y promociones en el sector retail.
Este sistema esta disefiado especificamente para compradores dentro de una
empresa comercializadora de productos de venta masiva, con el fin de respaldar
decisiones estratégicas informadas, mediante la personalizacion de combos
basados en patrones de consumo, con ello se busca no solo incrementar las

ventas, sino también proporcionar un mayor valor al cliente final.



Este sistema se disefiara para emplear técnicas avanzadas de machine learning,
como el filtrado colaborativo y los modelos de factores latentes, para analizar
patrones de compra y proporcionar recomendaciones personalizadas (Hu et al.,
2008). La implementacion se realizara en varias fases, iniciando con la
recopilacién y preprocesamiento de datos, seguida por la aplicacién de algoritmos
de aprendizaje automético y el desarrollo de un prototipo de aplicacién en un

framework de visualizacion interactiva.

La personalizacion en el comercio minorista permite incrementar el interés en los
clientes, ademas puede impactar directamente en su fidelizacién. Las estrategias
de recomendacion basadas en datos precisos y modelos predictivos permiten a
las empresas ofrecer productos y promociones que estan alineados con las
preferencias individuales de los consumidores, lo que resulta clave para tener

una posicion relevante en el mercado (Verhoef et al., 2015).

En el contexto especifico de Ecuador, la implementacion de un sistema de
recomendacion efectivo puede significar una ventaja competitiva significativa.
Dada la diversidad del mercado y las variaciones en las preferencias del
consumidor, un sistema que pueda adaptarse rapidamente a los cambios y
ofrecer recomendaciones precisas es crucial. Ademas, el potencial de manejar
una gran cantidad de informacién histérica de ventas permitird a las empresas
ecuatorianas no solo mejorar sus estrategias de marketing, sino también mejorar

el control de stock.

Finalmente, la evaluacion del sistema de recomendacion se llevara a cabo
utiizando diversas métricas de rendimiento, para asegurar que las
recomendaciones sean tanto relevantes como oportunas. Se espera que este
proyecto no solo incremente la personalizacion de combos en ofertas y
promociones, sino que también establezca un nuevo estandar en rendimiento de

las estrategias de mercadeo basadas en datos en el sector retail ecuatoriano.



1.1 Descripcion del problema

El sector retail enfrenta importantes desafios en la gestibn de combos y ofertas
debido a la alta competitividad del mercado. A nivel mundial, los minoristas deben
ajustarse a las preferencias dindmicas de los clientes y a la creciente demanda de
personalizacion en las ofertas. Las promociones y descuentos son estrategias clave
para atraer y retener clientes, pero su implementacién efectiva sigue siendo un reto
importante. La incapacidad de gestionar estas ofertas de manera eficiente puede
llevar a una disminucion en las ventas y a una experiencia del cliente menos
favorable (Brynjolfsson et al., 2013; Rigby, 2011).

En Latinoamérica, la situacion es similar, con empresas que enfrentan una intensa
competencia y consumidores que buscan valor en cada compra. Las promociones
basadas en datos y la personalizacion de ofertas han comenzado a ganar terreno,
pero muchas empresas todavia dependen de enfoques tradicionales y empiricos.
Esta dependencia de métodos intuitivos, en lugar de andlisis de datos precisos,
limita la capacidad de los minoristas para captar efectivamente el interés del

consumidor y mejorar sus estrategias de marketing (Verhoef et al., 2015).

En Ecuador, el sector retail ha experimentado cambios significativos debido a la
implantacion del modelo Hard-Discount en 2019 y la crisis economica
desencadenada por la pandemia. Estos factores han impulsado a los consumidores
a priorizar el ahorro y buscar alternativas mas accesibles, intensificando rivalidad
entre empresas del mercado. Ante esto, la exigencia de implementar estrategias de
ventas mas efectivas se ha vuelto critica para los minoristas que buscan

mantenerse competitivos en este entorno desafiante.

La gestidbn de combos y ofertas en el sector retail ecuatoriano se lleva a cabo
frecuentemente de manera empirica, una practica dificulta que las empresas
satisfagan oportunamente los intereses y demandas de los consumidores. Estas
promociones, basadas mas en intuicion que en analisis de datos, a menudo no
consiguen atraer eficazmente el interés del cliente, lo que puede ocasionar una

disminucion en las ventas y ademas un deterioro en la experiencia de compra del
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consumidor, resultando en un desempefio econdmico insatisfactorio para la

empresa (Hlbner et al., 2016).

Justificacién del problema

Este proyecto apunta a transformar la gestion de combos y ofertas en una empresa
comercializadora de productos de venta masiva a nivel nacional, mediante el
desarrollo de un sistema de recomendacion basado en técnicas de aprendizaje
automatico para identificar patrones latentes en los datos de compra, permitiendo
una mejor seleccioén de combinaciones de productos, con el fin de incrementar las

ventas y ofrecer una experiencia mas satisfactoria para el cliente.

Para lograrlo, es esencial analizar los patrones de compra que pueden utilizarse
para recomendar productos de manera efectiva, alineando asi las
recomendaciones con los objetivos comerciales y operativos de la empresa. De
esta manera, el sistema no solo generard recomendaciones precisas, sino que

también contribuira a fortalecer la estrategia comercial

En este estudio, se evaluardn al menos tres metodologias de aprendizaje
automatico. Primero, el Filtrado Colaborativo basado en Vecinos que se centra en
las similitudes entre usuarios o productos para hacer recomendaciones. Este
enfoque es eficaz para encontrar similitudes claras, pero puede enfrentar
problemas de escalabilidad y falta de datos iniciales suficientes (Sarwar et al.,
2001). En segundo lugar, los Modelos de Factores Latentes, como el ALS
(Alternating Least Squares), que utilizan técnicas de descomposicion matricial para
descubrir patrones latentes en las interacciones usuario-producto, siendo Utiles
para manejar datos dispersos y efectivos incluso con datos limitados (Koren et al.,
2009; Lops et al., 2011).

Finalmente, el Neural Collaborative Filtering (NCF), una técnica que emplea redes
neuronales para modelar interacciones entre usuarios y productos, superando

restricciones de métodos antiguos. Este enfoque permit e mejorar la precision de



las recomendaciones, permitiendo generar predicciones mas personalizadas en

comparacion con técnicas convencionales (He et al., 2017).

La implementacién de estos modelos predictivos permitird una personalizacion
avanzada de las ofertas, asegurando que cada promocion sea relevante y oportuna.
Esto no solo favorecerd las estrategias de marketing, sino que también permitira
mejorar la oferta de combos y la experiencia del cliente, proporcionando
recomendaciones mas alineadas con sus preferencias y habitos de compra. Como
resultado, se espera incrementar la fidelizacion de clientes mediante promociones

mas efectivas y dirigidas.

1.3 Objetivos
1.3.1 Objetivo General

Desarrollar un sistema de recomendacion de productos usando algoritmos de
aprendizaje automatico de sugerencia para mejorar la oferta de combos y la

experiencia del cliente.
1.3.2 Objetivos Especificos

1. Implementar algoritmos de aprendizaje automatico de sugerencia para
identificar patrones de compra conjunta entre productos.

2. Realizar visualizaciones interactivas dinamicas empleando un framework de
visualizacion para monitorear el comportamiento de compray la eficacia de las
recomendaciones.

3. Evaluar la eficiencia del modelo utilizando un andlisis de rendimiento para

mejorar la tasa de conversion y la experiencia del cliente.



1.4 Metodologia

La metodologia de este proyecto aprovecha técnicas avanzadas de andlisis de
datos y machine learning, incluyendo algoritmos de aprendizaje automatico para la
recomendacion de combos y ofertas. La Figura 1-1 ilustra las fases de desarrollo

del proyecto:

Figura 1-1

Metodologia del proyecto.

Recopilacion de
Datos

Preprocesamiento
—A de Datos

Implementacién de
Algoritmos de
—_— aprendizaje
automatico

Evaluacion de
N modelos

Desarrollo de un
prototipo en un
—_— Framework de
visualizacidn

Implementacion y
I Monitoreo

Nota. Elaboracion propia.

1.4.1 Recopilacion de Datos:

Se utilizaran datos histéricos de ventas que incluyen registros de transacciones
de Enero a Septiembre del 2024. Estos datos seran obtenidos de la empresa
retail y abarcan las transacciones del top 25 de tiendas con mayor venta. La
recopilacion de datos es crucial para asegurar que el modelo tenga una base

solida de informacion.



1.4.2 Preprocesamiento de Datos:

Los datos seran sometidos a un proceso de limpieza y transformacion para

garantizar su calidad y utilidad. Este proceso incluira la eliminacion de datos

duplicados, el tratamiento de valores faltantes y la normalizacion de datos

numeéricos. La preparacion de los datos a través de este paso es esencial para

el andlisis y el desarrollo del modelo.

1.4.3 Implementacion de Algoritmos de aprendizaje automatico:

Se aplicaran algoritmos de aprendizaje automético como:

Filtrado colaborativo basado en vecinos (User-Based y Item-Based) que
se centra en las similitudes entre usuarios o productos para hacer
recomendaciones (Pinela, 2017). A diferencia de 1B, UB calcula la
similitud entre productos directamente, en lugar de identificar a los K

vVecinos mas cercanos.

Alternating Least Squares (ALS), una técnica eficiente en sistemas de
recomendacion se utiliza para identificar patrones de compra
combinada entre productos, especialmente cuando se trabaja con
grandes volimenes de datos. ALS se basa en la factorizacion de
matrices, dividiendo la matriz de usuario-producto en dos matrices de
menor tamafio. Esta técnica es ideal para manejar datos dispersos y
mejorar la precision de las recomendaciones al identificar patrones
subyacentes en las interacciones entre usuarios y productos (Rendle,
2012).

Neural Collaborative Filtering (NCF) es un enfoque de vanguardia en los
sistemas de recomendacion que aprovecha el poder de las redes
neuronales para modelar las interacciones entre usuarios y productos,
diferenciandose de los métodos tradicionales basados en factorizacion

matricial, NCF permite capturar relaciones no lineales y patrones



complejos en los datos de interaccién, mejorando la personalizacién y
precision de las recomendaciones. Su flexibilidad lo convierte en una
alternativa eficiente para escenarios donde las preferencias del usuario

pueden cambiar dinAmicamente (Wang et al., 2019).

1.4.4 Desarrollo de un prototipo en un framework de visualizacion:

Desarrollaremos un prototipo de aplicacion con un framework de visualizacion
para monitorear en tiempo real el comportamiento de consumo y la eficacia de
las recomendaciones, lo que permitirA una mejor toma de decisiones

estratégicas en marketing.

1.45 Evaluacion de modelos:

La evaluacion de los modelos se basara en métricas de rendimiento como
precision, recall y Fl-score, las cuales miden la calidad y relevancia de las

recomendaciones. (Fader & Hardie, 2016).

1.4.6 Implementacion y Monitoreo:

En esta etapa, se desarrollara un prototipo funcional que permita validar la
viabilidad del sistema de recomendacion. La implementacién completa se
prevé en una fase posterior, donde se integrara con los sistemas operativos
de la empresa. Ademads, se establecerd un proceso de monitoreo continuo,
para ajustar y mejorar el sistema segun las necesidades cambiantes del

mercado y el comportamiento de los clientes.

1.5 Resultados esperados

Al finalizar este proyecto, esperamos obtener los siguientes resultados:

Desarrollo y evaluacion de algoritmos de recomendacién para generar
sugerencias de combos y ofertas mas relevantes para los clientes, utilizando
el historial de compras y preferencias pasadas. Se aplicaran distintos

enfoques, y la implementacion final utilizara el algoritmo que proporcione el



mejor desempefio en cuanto a precisibn y relevancia de las
recomendaciones.

e Un prototipo de aplicativo interactivo que proporcione insights en tiempo real
sobre el comportamiento de compra en los clientes y efectividad en las
recomendaciones. Esto ayudara a hacer ajustes rapidos en la estrategia de
marketing.

e Mejorar la experiencia del cliente, al ofrecer promociones que se ajusten
mejor a lo que el/los clientes deseen.

e Impacto econdmico positivo: Con las mejoras en las estrategias con las
areas de la compaiiia y siendo mas precisos en la selecciéon de ofertas, se
tiene como objetivo incrementar las ventas y usar los recursos de manera

mas eficiente, lo que mejorara el rendimiento econémico en la empresa.

1.6 Dataset

Se dispone de un dataset que contiene datos correspondientes a las ventas de
productos que estuvieron en oferta en el periodo comprendido desde Enero hasta
Septiembre del 2024 en una empresa retail. Donde se consideraron Unicamente las

transacciones del top 25 de las tiendas con mayor venta.

Referente a la disponibilidad del dataset, se tuvo que realizar una solicitud al equipo
de Data Science, debido a que, esta informacion es privada y pertenece a la
compafiia. Si se requieren mas datos, se debe realizar una nueva solicitud para la

actualizacion.

Se cuenta con un solo archivo de formato csv que proporciona la siguiente

informacién en la Tabla 1-1;



Tabla 1-1

Descripcién del dataset inicial.

Campo Descripcion Tipo
sucursal_id Identificador de la sucursal o tienda Categorico
producto_id Identificador del producto Categorico
fecha Fecha de la transaccion Temporal
factura_id Identificador de la factura Categorico
cantidad Cantidad vendida en unidades Numeérico
pvp Precio de venta al publico Numérico
costo Costo del producto Numérico
valor_pvp Valor total pagado Numeérico
cliente_id Identificador del cliente Categorico
clase_id Identificador de la familia de productos Categorico
subclase_id Identificador de la categoria subfamilia Categorico

Nota. Elaboracion propia.

La disponibilidad del dataset es de 11 millones de registros (filas) y 10 columnas

donde se realizé un ajuste correcto al tipo de dato, ya sea de tipo categoérico,

numérico y temporal.

En el proximo capitulo se presentaran los fundamentos tedricos que sustentan los
modelos de aprendizaje automatico para la recomendacion de productos. Esta

revision tedrica permitird entender las metodologias y algoritmos clave para el

desarrollo del sistema.
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CAPITULO 2

2. ESTADO DEL ARTE

Este capitulo ofrece una revision tedrica de informacion referente a Sistemas de
recomendacion aplicados al sector retail, centrado en técnicas y algoritmos de
aprendizaje automatico. Se presentan trabajos relevantes que proporcionan un marco
referencial para este proyecto, abordando metodologias de preprocesamiento y analisis

de datos esenciales para la implementacion del sistema de recomendacion propuesto.

2.1 Marco referencial

A continuacién, se mencionan algunos trabajos referentes al proyecto objeto de estudio:

2.1.1 Servicios de Recomendacion Basados en Filtrado Colaborativo Adaptativo
Extendidos con KNN.

El articulo realizado por Nguyen et al. (2023) presenta un enfoque adaptativo
para los Sistemas de recomendacion, fundamentado en el algoritmo K-Nearest
Neighbors (KNN). Esta técnica adaptativa busca superar las restricciones de
los antiguos métodos de filtrado colaborativo al ajustar dinamicamente la
influencia de los vecinos mas cercanos, considerando su impacto en la
relevancia y semejanza con los usuarios. Esto permite una personalizacion
mas precisa de las recomendaciones al incorporar un andlisis mas detallado

de las interacciones y preferencias de los usuarios.

En relacion al desempefio, el estudio muestra que el método adaptativo KNN
mejora significativamente las sugerencias proporcionadas, en comparacion
con otros sistemas. Los resultados obtenidos destacan un aumento en la
precision y relevancia de las recomendaciones, dando una experiencia
satisfactoria a los usuarios. La evaluacion de la efectividad se realiza mediante

métricas estandar como la precision y el recall, asi como a través de pruebas



de usuario que corroboran la mejora en la experiencia general de

recomendacion.

Sin embargo, el articulo también identifica varios desafios asociados con el
método propuesto. Un reto importante es la demanda de un ajuste fino de los
parametros del modelo para mantener el equilibrio entre la adaptabilidad y la
complejidad computacional. Ademas, el algoritmo requiere una cantidad
significativa de datos para entrenar y ajustar el modelo, lo cual puede ser un

obstaculo en contextos con informacion limitada o en tiempo real.

El andlisis del estudio revela que, a pesar de estos desafios, el enfoque
adaptativo basado en KNN ofrece una solucion prometedora para mejorar los
sistemas de recomendacion. La adaptabilidad del modelo permite una
personalizacion mas precisa, lo que puede ser especialmente Util en
aplicaciones que requieren una alta precision en la recomendacion. El articulo
concluye que la metodologia adaptativa favorece a la mejora continua de los
servicios de recomendacién, aunque su implementacion efectiva dependera
de la capacidad para manejar las complejidades y limitaciones del entorno de

datos.

2.1.2 Algoritmo Alternating Least Squares (ALS) pararecomendaciones en tiempo

real

El trabajo de Hu et al. (2008) aborda el uso del algoritmo Alternating Least
Squares (ALS) en sistemas de recomendacion que manejan datos implicitos,
como clics y visualizaciones de productos. Este método optimiza las
recomendaciones al minimizar iterativamente los errores entre las predicciones
y las interacciones observadas, resultando en recomendaciones mas precisas
y en tiempo real. El ALS se distingue por su habilidad para descomponer la
matriz de interacciones en factores latentes, permitiendo identificar patrones

ocultos en los datos de usuario.
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El ALS es especialmente eficaz en contextos donde los datos explicitos, como
calificaciones, son escasos. En el comercio minorista, donde las interacciones
implicitas son mas comunes Yy reflejan mejor las preferencias de los usuarios,
el ALS se convierte en una herramienta esencial. Este algoritmo maneja
grandes volumenes de datos y ofrece recomendaciones rapidas, mejorando la
experiencia del cliente. La integracion del ALS en sistemas en tiempo real
permite a los minoristas ajustar sus ofertas y promociones dindmicamente

segun las interacciones de los usuarios.

La implementacién del ALS en plataformas de comercio electrénico permite
personalizar recomendaciones a nivel individual, aumentando la retencion de
clientes y las tasas de conversion. Los autores concluyen que el ALS es
efectivo para predecir preferencias implicitas, y su escalabilidad y eficiencia lo
hacen ideal para sistemas de recomendacion en tiempo real.

2.1.3 Algoritmo Neural Collaborative Filtering (NCF) para sistemas de

recomendacion

El articulo de He et al. (2017) titulado "Neural Collaborative Filtering" presenta
un enfoque innovador para sistemas de recomendacion basado en el uso de
redes neuronales profundas. A diferencia otras metodologias que emplean
factorizacién matricial, el NCF integra la capacidad de modelado no lineal de
las redes neuronales para capturar interacciones complejas entre usuarios y

productos.

El modelo NCF propuesto en el articulo consta principalmente de dos
componentes: una capa de embeddings que ubica a los usuarios y productos
en un espacio denso de atributos latentes, y por otra parte, una red neuronal
gue aprende a predecir la probabilidad de interaccion entre un usuario y un
producto. Este enfoque permite al modelo capturar relaciones no lineales y

mejorar la precision de las recomendaciones.
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Los resultados del estudio demuestran que el NCF supera a los métodos
tradicionales de recomendacion en varios escenarios, especialmente cuando
se trata de datos dispersos y no lineales. El articulo muestra que el NCF
permite proporcionar una mejora significativa en métricas como la precision y
el recall en relacion a otras técnicas basadas en factorizacion matricial como
ALS.

Sin embargo, los autores también destacan algunos desafios, como el hecho
de necesitar una gran cantidad de informacion historica para poder entrenar
eficientemente el modelo y la complejidad computacional asociada con el
entrenamiento de redes neuronales profundas. A pesar de estas limitaciones,
el NCF representa un avance importante en la personalizacion de
recomendaciones, ofreciendo un marco flexible que puede adaptarse a

diferentes tipos de datos y aplicaciones.

En conclusion, el articulo sugiere que la integracion de redes neuronales en
sistemas de recomendacion abre nuevas posibilidades para mejorar la eficacia
de las sugerencias, aunque su implementacion requiere consideraciones
cuidadosas respecto a la infraestructura y los recursos computacionales

disponibles.
La siguiente linea de tiempo destaca las contribuciones clave en el desarrollo

de algoritmos de recomendacion, proporcionando una vision clara de cémo ha

evolucionado el estado del arte en este campo.
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Figura 2-1

Evolucién Histérica de los Algoritmos de Recomendacion

o~ @ ®-

Goldberg et al.: Introducen el Hu et al.: Desarrollan el i He et al.: Presentan Neural
concepto de Filtrado algoritmo Alternating Least Collaborative Filtering (NCF), una
Colaborativo con el sistema Squares (ALS), optimizado para | técnica que utiliza redes neuronales
Tapestry, que permite a los manejar datos implicitos en I profundas para modelar

usuarios filtrar correos recomendaciones, como clics y interacciones no lineales complejas,
electronicos basados en las visualizaciones de productos. ! superando métodos tradicionales
experiencias de otros como ALS.

usuarios.

2023

Netflix Prize: Inicia un desafio Koren y Bell: Introducen la Servicios de Recomendacién
que impulsa la investigacién en Matriz de Factores Latentes, Basados en Filtrado Colaborativo
algoritmos de recomendacion, que permite descomponer Adaptativo Extendidos con KNN:
destacando la importancia de la interacciones en factores Introduce un enfoque adaptativo
Matriz de Factores Latentes subyacentes, mejorando la que ajusta dindmicamente la
para mejorar las predicciones precision de los sistemas de influencia de los vecinos mas

de las preferencias de los recomendacion. cercanos, mejorando la precisién
usuarios. de las recomendaciones.

Nota. Elaboracién propia.

2.2

En las siguientes secciones, se abordaran los conceptos clave de los sistemas y
algoritmos de recomendacion, herramientas esenciales para personalizar y mejorar
la experiencia del usuario, empleadas para recomendar productos, servicios 0
contenido en diversos contextos, incluyendo el comercio minorista y otras

aplicaciones.

Sistemas de recomendacion

Los sistemas de recomendacion constituyen soluciones utiles para para sugerir
productos a los usuarios, basandose en diversos criterios. Estos sistemas tienen
un rol muy importante en mejorar la satisfaccion de los usuarios y aumentar la
eficiencia de las recomendaciones en diversos contextos, como su uso extendido
en plataformas digitales hoy en dia, mediante la entrega de recomendaciones

personalizadas (Pazzani & Billsus, 2007).
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Existen varias categorias de sistemas de recomendacion, cada una con

caracteristicas y enfoques Unicos:

Figura 2-2

Clasificacion de Sistemas de Recomendacion.

I N
A A

" Non-
Personalized

-

v A
Collaborative . .
- . Hybrid -
Content-based Filtering opularity-base
J

oy

Combination of

Item-based Methods

> User-based -

Analysis

Feature

Nota. Elaboracién propia.

2.2.1 Filtrado Colaborativo

“El filtrado colaborativo establece que si dos usuarios han tenido elecciones
similares anteriormente, tenderan a hacerlo de nuevo mas adelante” (Schafer et al.,
2007).

El Filtrado colaborativo se clasifica en dos categorias principales: basado en
usuarios (User-Based) y basado en items (Item-Based).

2.2.1.1 User-base
“El filtrado colaborativo basado en usuarios estima los intereses de un usuario a
partir de los intereses de otros usuarios con elecciones similares” (Ricci et al.,

2015). Este método se fundamenta en la hipoétesis que usuarios con gustos afines

en el pasado tendran gustos afines en el futuro.
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Segun Goldberg et al. (1992) y Herlocker et al. (1999), el prondstico de la valoracion
de un usuario para un item se calcula considerando la media de calificaciones y la

similitud entre usuarios. La ecuacion correspondiente es la siguiente:

Modelo Matemaético:

1
Tyi = u+b, +b;+ Z Wy * (T — U — by,) (1)
VEN (u)

Donde:
e 1, €sla prediccion de la valoracion que el usuario u concede al item i.
e u es la media global de todas las calificaciones.
e b, y b; son los sesgos del usuario y del item respectivamente.
e N(u) es el conjunto de usuarios vecinos de u.

e w,, es la similitud entre los usuarios u y v.

2.2.1.2 ltem-based

El filtrado colaborativo basado en items (item-based collaborative filtering) se
enfoca en la similitud entre los items en lugar de los usuarios. En contraste con el
enfoque basado en usuarios, “Los sistemas basados en productos sugieren
productos parecidos a los que han recibido una evaluacién favorable por parte del
usuario.” (Adomavicius & Tuzhilin, 2005). Este método es eficaz para sistemas con
grandes conjuntos de datos porque la similitud entre items tiende a ser més estable
gue la similitud entre usuarios.

Segun Sarwar et al. (2001), el prondstico de la puntuacion de un usuario para un
item se calcula considerando la media de calificaciones y la similitud entre

productos. La ecuacion que modela este proceso es la siguiente:
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Modelo Matematico:

ru’i=u+bu+bi+ Z Wil-*(rw-—u—b]-) (2)

JEN®D

Donde:
e 1,;eslaprediccion de la valoracion que el usuario u otorga al item i.
e u constituye el promedio general de todas las calificaciones.
e b, yb; sonlos sesgos del usuario y del item respectivamente.
e N(i) es el conjunto de items vecinos de i.

e w;; es la similitud entre los items i y ;.

2.2.2 Basados en Contenido

Los sistemas de recomendacion basados en contenido emplean los atributos de los
productos junto con las distinciones explicitas o implicitas de los usuarios para
generar sugernecias. Este enfoque parte del principio de que los items
recomendados comparten similitudes con aquellos en los que el usuario ha

mostrado interés previamente. (Pazzani & Billsus, 2007).

“‘Enfoque que asegura que las recomendaciones sean relevantes incluso cuando

no hay datos suficientes sobre otros usuarios” (Lops et al., 2011).
Este tipo de sistemas sugieren items mediante un analisis comparativo entre las

propiedades particulares de los productos y los perfiles de usuarios. Estos perfiles

se construye a partir de valoraciones previas del usuario.
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2.2.2.1 Anélisis de Caracteristicas

Modelo Matematico

e Vector de Caracteristicas del item: Cada item i esta modelado mediante
un vector de atributos x;.

e Perfil del Usuario: El usuario u; tiene un perfil generado a partir de una
combinacion ponderada de los vectores de caracteristicas de los items que

ha valorado, donde las calificaciones determinan su relevancia.

_ Yien, TkiXi

Up =
Zielkrki (3)

Donde I, corresponde a la agrupacién de items que el usuario k ha

valorado y r; es la puntuacion que el usuario k asigno al item i.

e Similitud del Coseno: La similitud entre el perfil del usuario y un nuevo item
se calcula mediante la similitud del coseno.

ukx]-

sim (uy, x;)) = ———
77wl |« (4)

e Puntuacion Predicha: La puntuacion predicha para el item j para el usuario

k se puede expresar como:

Ty = sim (uy, x;) (5)
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Parametros e Hiperparametros

Parametros:
e x;: Vectores de caracteristicas de los items.
e uy: Perfiles de los usuarios.

e 13, . Calificaciones dadas por los usuarios a los items.

Hiperparametros:
e Método de extraccion de caracteristicas (e.g., TF-IDF para texto,
embeddings para imagenes).
e Métrica de similitud (e.g., coseno, euclidiana).

e Peso de las caracteristicas (en caso de usar ponderaciones).

Flujo de Trabajo

Recopilacion de Datos: Obtener datos de los items y la manera en que los
usuarios han interactuado con ellos.

e Construccion del Perfil del Usuario: Crear perfiles de usuario a partir de
los items que han evaluado, ponderados por las calificaciones.

e Calculo de Similitud: Calcular la afinifad entre las preferencias del usuario
y los nuevos items.

e Generacién de Recomendaciones: Ordenar los items en funcion de la

similitud y recomendar los mas similares.

2.2.3 Hibridos

Los sistemas hibridos (hybrid recommendation systems) combinan multiples
enfoques de recomendacion con el objetivo de incrementar la fiabilidad de las
recomendaciones. Estos sistemas pueden combinar filtrado colaborativo, métodos

basados en contenido y otros enfoques.
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2.2.3.1 Combinacién de Métodos

1. Método de Ponderaciéon (Weighted Hybrid)

Combina las puntuaciones de diferentes técnicas asignando un peso a cada una.

Modelo Matematico:

ru,i = ax rfz(,)ilab + ﬁ % rfl?intenido (6)
Donde:

e 1, €s la puntuacion predicha para el usuario u y el item i.

o 191P es |a prediccion del filtrado colaborativo.

o rf9ntenido eg |a prediccion del sistema basado en contenido.

e ay [ sonlos pesos asignados a cada metodo (Burke, 2002) y (Adomavicius
& Tuzhilin, 2005).

2. Método de Combinacion de Caracteristicas (Feature Combination)

El método de combinacion de caracteristicas permite integrar datos de los usuarios
y de los items, aprovechando mudltiples enfoques en un Unico modelo. Segun
Adomavicius & Tuzhilin (2005) este método incorpora simultaneamente
caracteristicas extraidas de sistemas basados en contenido y de filtrado
colaborativo, mejorando asi la habilidad del sistema para ofrecer sugerencias mas

acertadas.

Modelo Matematico:

cB ,,CB ,CF ,,CF

Zyi = [x3°,yi,x ¥ ] (7)

Donde:

o x$By yfB son las caracteristicas de usuarios e items basadas en contenido.

o x$Fy yEF son las caracteristicas basadas en filtracion colaborativa.
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3. Método de Filtrado Mixto (Mixed Hybrid)

El método de filtrado mixto combina multiples técnicas de recomendacion para
mejorar la precision y diversidad de las sugerencias generadas. Segun Burke
(2002) este enfoque permite generar recomendaciones por separado utilizando
diferentes métodos y luego combinar los resultados mediante una funcién de

mezcla.

Modelo Matematico:

—

R, = MIX ( RCF, RCB) (8)

Donde:

e Mix es unafuncién de mezcla que combina las recomendaciones de filtracion

colaborativa R{Fy basadas en contenido RSB.

4. Método de Métodos Combinados (Meta-Level Hybrid)

El método de nivel meta utiliza una técnica de recomendacién para generar
caracteristicas que luego son empleadas como entrada en otro modelo de
recomendacion. Burke (2002) sefiala que este enfoque permite combinar la
fortaleza de diferentes métodos, optimizando la calidad de las predicciones al
utilizar informacién generada por filtrado colaborativo como insumo para otro

modelo.
Modelo Matematico:

Z,; = MODELcp(x,,y;) (9)
Donde:

e MODEL.r es un modelo de filtracion colaborativa que genera caracteristicas

utilizadas por otro modelo de recomendacion.
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2.2.4 Otros Sistemas

2.2.4.1 Popularity-based
Los sistemas basados en popularidad (popularity-based recommendation systems)
recomiendan los items mas populares independientemente del perfil del usuario.

Son utiles en situaciones donde no hay suficientes datos sobre el usuario.
1. Frecuenciade Interaccién

Modelo Matematico:
El modelo mas basico calcula la popularidad de un item basandose en la frecuencia
con la que los usuarios han interactuado con él. Esta interaccion puede ser en forma

de vistas, compras, descargas, etc.

pop (i) = Ezlm
(10)

ueu

Donde:
e pop (i) es la popularidad del item i.
e [, es una variable indicadora que es 1 si el usuario u ha interactuado con
el item i y 0 en ausencia de interaccion.

e U es la agrupacion de la totalidad de usuarios

2. Promedio de Calificaciones
Otro enfoque mide la popularidad basandose en el promedio de las calificaciones

que el item ha recibido.

ZuEU Tui

pop () = = (11)

Donde:
e 1, indica la puntuacién que el usuario u otorgé al item i.

e U; es el conjunto que agrupa a los usuarios que han valorado al item i.
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3. Combinacion de Frecuenciay Calificaciones
Una combinacion de ambos enfoques puede proporcionar un balance entre la

cantidad de interacciones y la calidad percibida de los items.

ZueU Tui

pop(l) _a*(zlul)-l_ﬁ ( |Ul| ) (12)

uel

Donde:
e ay B son pesos que controlan la influencia de la frecuencia de interacciones

y el promedio de calificaciones, respectivamente.

2.3 Algoritmos de recomendacion

Por otro lado, los algoritmos de recomendacion se basan en técnicas matematicas
y computacionales para procesar datos y generar sugerencias. Estos algoritmos
son esenciales para los sistemas de recomendacion, ya que determinan la calidad
y relevancia de las recomendaciones proporcionadas a los usuarios (Kouzes et al.,

2009). Los algoritmos principales incluyen:

Figura 2-3
Clasificacién de Algoritmos de Recomendacion.
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Nota. Elaboracion propia.
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En este proyecto, se han seleccionado tres algoritmos fundamentales para la
implementacion del sistema de recomendacion, considerando su capacidad para
manejar eficientemente datos transaccionales y generar recomendaciones
altamente personalizadas. La eleccién de estos algoritmos no solo responde a su
reconocida eficacia en el ambito de la recomendacion, sino también a su probado
rendimiento en contextos que comparten caracteristicas clave con el presente
proyecto. A continuacion, se presentan los algoritmos escogidos para su

implementacién en este estudio:

2.3.1 K-NN

1. Descripcion

El algoritmo k-Nearest Neighbors (k-NN) se utiliza para identificar items
similares a aquellos con los que un usuario ha interactuado previamente. Este
método de aprendizaje supervisado es ampliamente utilizado tanto para tareas
de clasificacion como de regresion. La premisa basica de k-NN es que items
similares tendran calificaciones similares. Para determinar la similitud entre
items, el algoritmo considera la proximidad en un espacio de caracteristicas
utilizando métricas de distancia como la euclidiana, la similitud del coseno,

entre otras (Aggarwal, 2016).

La similitud entre dos items i y j se puede calcular manejando diversas
métricas. Las métricas mas comunes es la similitud del coseno, que se define
como:

Zu eUTui Tuj

2 2
\/ZuEUru,i ) JZueUru,j

sim(i,j) =

(13)

donde r,,; es la valoracion del usuario u para el item iy U es el conjunto de

todos los usuarios (Koren et al., 2009).
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2. Diagrama de funcionamiento

Figura 2-4

Flujograma del Algoritmo k-Nearest Neighbors (k-NN).
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Nota. Elaboracion propia.

3. Flujo de trabajo
Este flujo de trabajo sigue la metodologia descrita en Aggarwal (2016;

Koren et al., 2009).

e Inicio
El proceso se inicia con la definicion del objetivo: generar recomendaciones
personalizadas basadas en el historial de transacciones de los usuarios.
Este objetivo establece el marco para el procesamiento de datos y la

aplicacion del algoritmo k-NN.

e Historial de Transacciones (Entrada de Datos)
Se recopilan y organizan los datos historicos de transacciones en una

matriz usuario-producto. Esta matriz, que representa las interacciones entre
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usuarios y productos, es fundamental para el analisis de similitudes entre

items.

Célculo de Similitud entre items

El sistema calcula la similitud entre productos utilizando métricas como la
similitud del coseno. Este calculo determina qué productos son mas
similares entre si, basandose en las interacciones registradas en la matriz

usuario-producto.

Identificacién de Vecinos Mas Cercanos

Una vez calculadas las similitudes, el algoritmo identifica los k items mas
cercanos (vecinos) para cada producto de interés. Estos vecinos son
fundamentales, ya que influyen directamente en las recomendaciones que

se generaran.

Generacion de Recomendaciones

El sistema genera recomendaciones para los usuarios basandose en los
productos identificados como vecinos mas cercanos. Estos items son
aquellos que, segun el andlisis, tienen mayor probabilidad de interesar al

usuario.

Recomendaciones Personalizadas (Salida)
Finalmente, se presentan las recomendaciones personalizadas al usuario.
Estas recomendaciones, derivadas del andlisis previo, buscan mejorar la

experiencia de compra al sugerir productos relevantes.

Parametros e Hiperparametros

k: Namero de vecinos mas cercanos a considerar.

Este parametro define cuantos items cercanos se tomaran en cuenta para
hacer una recomendacion. El valor de k determina cuéntos vecinos se
consideran para las recomendaciones, afectando el equilibrio entre
precision y generalizacion. Un valor bajo puede ser sensible al ruido,

mientras que obtener un valor alto puede diluir la relevancia. En la practica,
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el valor 6ptimo de k se selecciona a través de técnicas de validacion

cruzada (Aggarwal, 2016).

Distancia: Tipo de métrica de distancia (euclidiana, coseno,
Manhattan, etc.)

La métrica de distancia utilizada influye significativamente en la calidad de
las recomendaciones. La métrica del coseno es comunmente utilizada en
sistemas de recomendacion porque mide la orientacion entre vectores, lo
gue es particularmente Util en el caso de datos dispersos. Ademas de las
métricas mencionadas, existen otras opciones como la distancia euclidiana
0 Manhattan, que pueden ser mas adecuadas segun los datos. La eleccion
de la métrica correcta puede mejorar la precision del sistema (Koren et al.,
2009).

5. Medidas de Desempefio

2.3.2 ALS

1.

o Precision

o Recall

o F1 Score

o RMSE (Root Mean Square Error)

Descripcion

Alternating Least Squares (ALS) es un algoritmo de factorizacién de matrices

utilizado cominmente en sistemas de recomendacion, especialmente efectivo

para manejar datos implicitos, como clics, visualizaciones y compras. ALS

descompone la matriz usuario-item en dos matrices mas pequefas para

minimizar errores de prediccion. Este método alterna entre la actualizacion de

las caracteristicas del usuario y las caracteristicas del item, utilizando la

técnica de minimos cuadrados para encontrar la mejor aproximacion (Hu et al.,
2008).
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2. Modelo Matemaético

La matriz de interacciones R se factoriza en dos matrices P y Q tal que:
R~ PQT (14)

donde P € R™* y Q € R™*, con m siendo el nimero de usuarios, n el
namero de items, y k el niumero de factores latentes.El calculo de la prediccion
de la calificacion del usuario u para el item i se realiza mediante la siguiente
férmula:
s — T 15
Tui = Puqi (1%)
donde p, es el vector de caracteristicas que describe al usuariou y g; es el

vector de caracteristicas que describe al item i.

Para ajustar las matrices P y Q, se minimiza la funcion de error regularizada:

(16)

min Z (rui — P10 + AIpall? + 1112
™ (wheR

donde 1 es el pardmetro de regularizacion que penaliza los valores grandes de

los factores para evitar el sobreajuste.
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3. Diagrama de Funcionamiento

Figura 2-5

Flujograma del Algoritmo Alternating Least Squares (ALS).
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Nota. Elaboracion propia.

4. Parametros e Hiperparametros

Factores Latentes (k):

Este pardmetro define el nimero de dimensiones en el espacio de factores
latentes. Los factores latentes representan caracteristicas ocultas que los
usuarios e items comparten y que no estan explicitamente disponibles en los
datos originales. Un valor de k mayor permite al modelo capturar patrones mas
complejos en los datos, pero también incrementa el riesgo de sobreajuste y el
costo computacional (Hu et al., 2008).

El valor de k debe seleccionarse con cuidado, generalmente a través de
validacién cruzada, para equilibrar la capacidad del modelo y la prevencién de

sobreajuste.
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Numero de Iteraciones (num_iters):

Este parametro define cuantas veces se repetira el proceso de actualizacion
de las matrices P y Q. El nUmero de iteraciones influye tanto en la precision de
las predicciones del modelo como en el tiempo de computo. Un mayor nimero
de iteraciones puede mejorar la precision, pero también aumenta el tiempo
necesario para completar el entrenamiento. Es crucial encontrar un equilibrio
entre ambos factores (Koren et al., 2009).

En la practica, el nimero de iteraciones se ajusta hasta que la funcién de error
converge, lo que significa que las actualizaciones posteriores no mejoran

significativamente el rendimiento del modelo.

Regularizacion (4):

Este parametro controla la magnitud de la penalizacion aplicada a los valores
grandes de los factores latentes en las matrices P y Q. Es crucial aplicar
técnicas de regularizacion para prevenir el sobreajuste, que ocurre cuando el
modelo se ajusta demasiado a los datos de entrenamiento y no puede
generalizar correctamente a datos nuevos. (Hu et al., 2008).

El valor de A determina el equilibrio entre la complejidad del modelo y su
capacidad para generalizar. Un valor alto de A reduce la complejidad y mejora
la generalizacion, mientras que un valor bajo puede resultar en un modelo

demasiado complejo que se sobreajusta a los datos de entrenamiento.

5. Flujo de Trabajo

e Inicio
El proceso comienza con la preparacion para la descomposicion de la
matriz de interacciones usuario-item mediante el algoritmo ALS. Este paso

establece el contexto para el procesamiento subsiguiente.

e Inicializacion de Matrices Py Q
Se inicializan las matrices P y Q con valores aleatorios. Estas matrices

representan las caracteristicas latentes de usuarios e items, y su
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inicializacién aleatoria es el punto de partida para el ajuste iterativo

posterior.

Actualizacion Alternada de Q (Fijar P)

Con P fijado, se actualiza la matriz Q resolviendo un problema de minimos
cuadrados. Este paso ajusta Q para minimizar el error de prediccion dado
P.

Actualizacion Alternada de P (Fijar Q)
A continuacion, se fija Q y se actualiza P utilizando la misma técnica de
minimos cuadrados. Este proceso iterativo asegura que ambas matrices

converjan hacia una solucién éptima.

Repeticion hasta la Convergencia
Los pasos de actualizacion alternada se repiten hasta que la funcién de
error converja, lo que indica que las matrices P y Q han alcanzado una

solucion estable y suficientemente precisa.

Generacion de Recomendaciones

Una vez que el algoritmo ha convergido, se utilizan las matrices P y Q para
predecir las calificaciones de items que los usuarios no han interactuado
previamente. Estas predicciones se emplean para generar

recomendaciones personalizadas para cada usuario.
Fin
El proceso concluye con la presentacion de las recomendaciones

generadas, finalizando asi el ciclo de ALS en el sistema de recomendacion.

Medidas de Desempefio
o RMSE (Root Mean Square Error)
o MAE (Mean Absolute Error)
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2.3.3 NCF

1. Descripcién

Gracias a su capacidad para modelar relaciones no lineales complejas, Neural
Collaborative Filtering (NCF) se ha convertido en un enfoque avanzado en los
sistemas de recomendacion. A diferencia de los métodos tradicionales de
fitrado colaborativo, que se basan en técnicas lineales, NCF utiliza redes
neuronales para capturar patrones mas sofisticados en las interacciones entre
usuarios e items. Este método es especialmente util en escenarios donde las

interacciones usuario-item son muy diversas y no lineales (He et al., 2017).
2. Modelo Matematico:
El modelo NCF consiste en dos componentes principales:
e Modelo Generalizado: Una red neuronal que combina las caracteristicas
del usuario y del item.
e Modelo Lineal: Similar a la factorizacion de matrices tradicional.
La prediccion de la calificacion (usuario u, item i) se calcula como:
Ty = MLP(P,, Q;) (47

donde:

e MLP es una red neuronal multicapa.
e P,yQ;son representaciones vectoriales que capturan las caracteristicas

latentes del usuario u y del item i.
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3. Diagrama de Funcionamiento

Figura 2-6

Flujograma del Algoritmo Neural Collaborative Filtering (NCF).
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Nota. Elaboracién propia.

4. Parametros e Hiperparadmetros:

Numero de Embeddings (k):

Define el tamafio de los embeddings para usuarios e items. Un tamafio mayor
de k puede capturar mas caracteristicas latentes, pero también aumenta la
complejidad del modelo.

Se selecciona generalmente a través de validacion cruzada para encontrar el
tamafio optimo que equilibre capacidad de modelado y eficiencia.

Numero de Capas y Neuronas por Capa:

La arquitectura de la red neuronal, definida por su profundidad y el nUmero de
neuronas en cada capa, influye en la capacidad del modelo para aprender
patrones complejos. Sin embargo, una mayor complejidad implica un mayor
riesgo de sobreajuste y un tiempo de entrenamiento mas prolongado.
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Este pardmetro se ajusta basandose en experimentacion y validacién,
asegurando que el modelo no sea demasiado complejo para los datos

disponibles.

« Tasade Aprendizaje (Learning Rate):
La tasa de aprendizaje controla la velocidad de ajuste de los pesos. Una tasa
alta puede acelerar la convergencia, pero también puede llevar a minimos
locales. Una tasa baja asegura un ajuste mas fino pero puede hacer el
entrenamiento muy lento.
Ajustar la tasa de aprendizaje es crucial para encontrar un equilibrio entre

velocidad de convergencia y precision del modelo.

5. Flujo de Trabajo

e Inicio
El proceso comienza con la preparacion para el entrenamiento de un
modelo NCF, que combina técnicas de filtrado colaborativo con la

capacidad de las redes neuronales para capturar relaciones no lineales.

2.3.3.1 Inicializacion de Embeddings
Se inicializan los embeddings de usuario e item, vectores que representan

las interacciones en un espacio de caracteristicas reducido.

e Concatenacion de Embeddings
Los embeddings de usuario e item se concatenan para formar una entrada
combinada que sera procesada por la red neuronal. Esta combinacion toma

la relacion entre el usuario-item a nivel de caracteristicas latentes.

2.3.3.2 Capas Ocultas (Deep Layers)
La red neuronal, a través de sus diversas capas ocultas, procesa la entrada
concatenada, lo que le permite aprender representaciones complejas de las
interacciones entre usuarios e items, lo que a su vez mejora la precision de

sus predicciones.
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2.3.3.3 Capa de Salida (Output Layer)
La ultima capa de la red neuronal produce una estimacién de la interaccion
usuario-item, que puede entenderse como la probabilidad de que el usuario

muestre interés por el item en cuestion.

e Entrenamiento del Modelo
El modelo se entrena ajustando los pesos a través del backpropagation,
minimizando la funcién de pérdida mediante optimizacién, generalmente

usando un optimizador como Adam.

2.3.3.4 Generacién de Recomendaciones
Una vez entrenado, el modelo se utiliza para predecir las interacciones
entre usuarios e items que auan no han sido observadas, generando

recomendaciones personalizadas.

e Fin
El proceso concluye con la generacion y presentacion de las

recomendaciones al usuario.

7. Medidas de Desempefio
o AUC (Area Bajo la Curva)
o Precision@k

2.4 Comparacion Teérica de los Algoritmos de Recomendacion

Para seleccionar y justificar los algoritmos de recomendacién implementados en
este proyecto, es esencial realizar una comparacion tedrica de sus caracteristicas
fundamentales. La siguiente tabla resume los aspectos clave de los algoritmos
seleccionados: k-NN, ALS, y NCF. Esta comparacién considera criterios como el
tipo de algoritmo, la escalabilidad, la flexibilidad, y la complejidad computacional,
proporcionando una visién detallada de las ventajas y desventajas de cada

enfoque.
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Tabla 2-1

Matriz comparativa de Algoritmos de Recomendacion.

Criterio

k-NN (k-Nearest
Neighbors)

ALS (Alternating

Least Squares)

NCF (Neural Collaborative
Filtering)

Tipo de Algoritmo

Modelo de

Similaridad

Manejo de datos

dispersos

Escalabilidad

Flexibilidad

Capacidad de
generalizacion

Complejidad

computacional

Ventajas

Desventajas

. ) Factorizacion de
Filtrado Colaborativo

Matrices
Vecinos mas
Latente
cercanos
Moderado Excelente
Baja a moderada Alta
Alta Moderada
Limitada Moderada
Baja a Moderada Alta

Simplicidad, facil de Maneja bien datos

interpretar dispersos

Escalabilidad,
sobreajuste

Complejidad

computacional

Filtrado Colaborativo con

Deep Learning

Redes Neuronales

Excelente

Alta

Alta

Alta

Alta

Captura relaciones no

lineales complejas

Requiere mayor poder

computacional y datos.

Nota. *Fuente: Informacién adaptada de He et al., 2017; Koren et al., 2009; Rendle,

2012.

2.5 Relacion entre sistemas y algoritmos de recomendacion

La diferencia fundamental entre los sistemas y los algoritmos de recomendacién

radica en su proposito y funcion. A diferencia de los sistemas de recomendacion,

que actian como la estructura que organiza y muestra las recomendaciones a los

usuarios, los algoritmos de recomendacion son las herramientas que permiten a

estos sistemas analizar datos y crear sugerencias personalizadas (Aggarwal,
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2.6

2016). Es decir, los algoritmos son los métodos que operan dentro de los sistemas

para realizar las tareas de recomendacion.

Esta relaciobn es sinérgica: los sistemas de recomendacion necesitan de los
algoritmos para funcionar eficazmente, y los algoritmos, a su vez, se aplican en el
contexto de un sistema para tener un impacto practico y real en la experiencia del
usuario (Adomavicius & Tuzhilin, 2005). Es esencial comprender ambos

componentes y su relacion para disefiar soluciones de recomendacién efectivas.

Medidas de desempefio

A continuacion, las siguientes métricas son las mas comunes para evaluar sistemas
de recomendacion y sirven como guia para entender las diferentes maneras de

medir su eficacia:

2.6.1 Precision (Precision)

La precision mide qué proporcion de los elementos recomendados son

realmente relevantes. Se calcula de la siguiente manera:

Elementos relevantes recomendados (18)
Total de elementos recomendados

Precision =

Esta métrica es crucial en los sistemas de recomendacioén, ya que refleja la

exactitud de las sugerencias ofrecidas al usuario (Herlocker et al., 2004).

2.6.2 Recall

El recall representa la proporcion de elementos relevantes que el modelo logré
recomendar correctamente, en comparacion con el total de elementos

relevantes. La siguiente formula muestra como se calcula:
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Elementos relevantes recomendados (19)

Recall =
Total de elementos relevantes

Esta métrica es especialmente importante cuando es necesario recuperar la

mayor cantidad posible de elementos relevantes (Fader & Hardie, 2016).

2.6.3 F1 Score

El F1 Score es una métrica util para evaluar modelos de clasificacién, ya que
combina la precision y el recall en una sola medida. Su calculo se realiza

mediante la siguiente formula:

Precision X Recall (20)
F1 Score =2 X

Precision + Recall

Es util en escenarios donde es crucial mantener un equilibrio entre precision y
recall (Herlocker et al., 2004).

2.6.4 RMSE (Root Mean Square Error)

EI RMSE es una métrica que evalua la precision de las predicciones del modelo
al calcular la diferencia entre los valores predichos y los valores reales

observados, segun la siguiente férmula:

(21)

N
1
RMSE = NZ(Valor real — Valor predicho)?

i=1

Es una métrica de error comiinmente utilizada en modelos de recomendacion,

ya que penaliza los grandes errores mas que los pequefios (Koren et al., 2009).
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2.6.5 MAE (Mean Absolute Error)

El MAE calcula el valor medio de los errores absolutos, donde los errores se
definen como la diferencia entre las predicciones y los valores reales. Se define

como

1 N (22)
MAE = NZWalor real — Valor predicho|

i=1

A diferencia del RMSE, el MAE no penaliza tanto los grandes errores, siendo

util para entender el error promedio de las predicciones (Fader & Hardie, 2016).

2.6.6 AUC (Area Bajo la Curva)

El AUC, o &rea bajo la curva ROC, es una medida clave para determinar la
capacidad de un modelo de clasificacion binaria para distinguir entre clases.
En sistemas de recomendacion, esta métrica proporciona informacion valiosa
sobre la precision del modelo en un rango completo de umbrales (Receiver
Operating Characteristic) (Hanley & McNeil, 1982).

Para una mejor comprension de la curva ROC y su aplicacion en la evaluacion
de modelos de clasificacion, se presentara un ejemplo ilustrativo. Este ejemplo
permitira visualizar como se relacionan las tasas de verdaderos y falsos

positivos en la evaluacion del rendimiento del modelo.
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Figura 2-7

llustracién de Curva ROC.
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Nota. Elaboracion propia.

La Figura 2-7 ilustra la curva ROC de un modelo de clasificacion binaria, una
representacion grafica que permite visualizar el rendimiento del modelo al
mostrar la relacion entre la tasa de verdaderos positivos (TPR o sensibilidad
gue se encuentra en el eje vertical) y la tasa de falsos positivos (FPR que se
encuentra en el eje horizontal). Un modelo eficaz se caracteriza por una curva
gue se desplaza hacia la esquina superior izquierda del gréfico, lo que indica
que el modelo es capaz de identificar correctamente la mayoria de los casos

positivos y minimizar los errores de clasificacion.

En este caso, la curva ROC esta bastante cerca de ese vértice, lo que indica
que el modelo tiene un buen desempefio. EI AUC de 0.92 obtenido por el
modelo indica su excelente capacidad para discriminar entre clases positivas
y negativas. Especificamente, el modelo tiene un 92% de probabilidad de
asignar correctamente una etiqueta positiva a un caso positivo en comparacion
con un caso negativo. Un valor de AUC mas cercano a 1 sugiere un

rendimiento superior del modelo en la clasificacion.
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En contraste, si la curva estuviera cerca de la diagonal punteada, que
representa un AUC de 0.5, indicaria que el modelo esta haciendo predicciones
al azar. La diagonal punteada actiia como una referencia para ver qué tan lejos

esta el modelo de hacer predicciones sin valor.

Finalmente, este grafico nos muestra que el modelo es eficaz para identificar
correctamente las clases con pocos falsos positivos, lo que lo convierte en una
buena opcién para el problema de clasificaciéon abordado. Este tipo de
visualizacion es crucial cuando se estan comparando modelos, ya que la curva

ROC facilita la eleccion del mejor clasificador segun el contexto.

2.6.7 Precision@k

Esta métrica mide la precision de las recomendaciones dentro de las primeras

k posiciones. Se calcula con la férmula:

Elementos relevantes en las primeras k posiciones (23)
k

Precision@k =

Es util para entender la relevancia de las recomendaciones mas importantes

para el usuario (He et al., 2017).
En el préximo capitulo, se describiran las etapas clave del desarrollo y la validacion del

modelo utilizado en este proyecto, con el fin de garantizar la calidad y precision de los

resultados obtenidos..
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CAPITULO 3

3. METODOLOGIA

3.1 Esquema de la metodologia

En este capitulo, la Figura 3-1 ilustra un recorrido estructurado de las etapas clave
gue nos guiaran paso a paso hacia nuestros objetivos. Cada fase ha sido disefiada
estratégicamente para asegurar que avancemos de manera firme y coherente,
enfrentando desafios y aprovechando oportunidades. Este enfoque nos permitira

transformar nuestras ideas en acciones concretas y resultados tangibles.

Figura 3-1

Metodologia del Proyecto.

Generaciény

Ingestay Almacenamiento
Transformacion de de
Datos Recomendaciones
Implementaciéon de Implementacién
Algoritmos del Dashboard

Nota. Elaboracion propia.



3.1.1 Ingestay Transformacion de Datos

3.1.1.1 Extraccion de datos

Para la obtencion del dataset, se realizé una extraccion de datos desde el
sistema ERP de la empresa retail, utilizando consultas SQL para seleccionar
transacciones de ventas realizadas entre enero y septiembre del 2024. Se
filtraron Unicamente las 25 tiendas con mayor volumen de ventas y los
productos en oferta durante este periodo.

El equipo de Data Science proporciond los datos en formato CSV, asegurando
la correcta tipificacion de las variables (categoricas, numéricas y temporales).
Se aplicaron procesos de limpieza para eliminar registros nulos, duplicados o
inconsistentes.

El dataset proporcionado contiene 11 millones de registros y 10 columnas
clave, estructurados para su analisis y posterior aplicacion en los modelos de
recomendacion. Para futuras actualizaciones, serd necesario solicitar nuevas

extracciones de datos.

3.1.1.2 Analisis exploratorio

El andlisis exploratorio de datos (EDA) es una etapa clave para asegurar que
la informacion utilizada sea adecuada y esté en condiciones 6ptimas para su
posterior modelado. Para este proyecto, el analisis exploratorio se enfoc6 en
la revision inicial del dataset, examinando la calidad de los datos e identificando
patrones y relaciones preliminares entre las variables.

Inicialmente, el dataset consistia en 11 millones de registros correspondientes
a transacciones realizadas en un conjunto de 25 tiendas de mayor venta. Como
parte de este proceso, se seleccionaron categorias de productos de alta
rotacion, tales como limpieza, perfumeria, bebidas y comestibles, y se
aplicaron filtros adicionales para enfocarnos en clientes con mas de tres visitas
y un ticket promedio de $22. Tras aplicar estos filtros, el conjunto de datos se
redujo a aproximadamente 2.6 millones de registros, que fueron los utilizados
para el analisis posterior.

Para validar la integridad de los datos, se realiz6 una revision de los valores

nulos en las principales variables, asi como una verificacion de la existencia
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de registros duplicados. Ambos analisis confirmaron que el conjunto de datos
no presentaba problemas significativos, lo que garantiz6 su idoneidad para los
modelos posteriores.

Ademas, se llevaron a cabo andlisis preliminares de correlacién entre las
principales variables numeéricas relacionadas con las transacciones de venta.
Esto permitié identificar relaciones consistentes con lo esperado, como una
fuerte correlacion entre el precio de venta al publico (PVP), y el valor total
pagado (valor_pvp). Estos resultados sugieren que el incremento en
cualquiera de estos factores influye directamente en el valor total de la compra,
lo cual es coherente con la naturaleza de las transacciones comerciales.

Este andlisis inicial proporcion6 una base sdlida para avanzar hacia las
siguientes etapas del proyecto, permitiendo un entendimiento claro de la
estructura del conjunto de datos antes de la aplicacién de los algoritmos de

recomendacion.

3.1.2 Segmentacion de clientes

Para potenciar la aplicacion de los algoritmos de recomendacién y mejorar la
eficiencia del sistema, es fundamental llevar a cabo una segmentacién de clientes
utilizando técnicas de clustering. Se aplica el algoritmo K-Means, el cual agrupa a
los clientes en funcion de caracteristicas clave como la frecuencia con la que los
usarios compran, el valor promedio de compra por factura y la diversidad de
productos adquiridos.

La seleccién de estas variables se fundamenta en su impacto en los patrones de
compra y su utilidad para la generacidén de recomendaciones personalizadas. Para
definir el nimero optimo de clusters, se recurre a emplear el del método del codo,
midiendo la variacion de la inercia en funcién de la cantidad de agrupaciones.
Esta segmentacion permite reducir la dimensionalidad del problema, priorizar las
recomendaciones para los clientes con mayor relevancia comercial y optimizar la
asignacion de recursos computacionales en la etapa de implementacion de los

algoritmos de recomendacion.

45



3.1.3 Implementacién de Algoritmos

En el capitulo 2, se presentd una visibn general de los algoritmos de
recomendacion, los cuales comunmente se basan en la relacién usuario-producto.
Sin embargo, en este capitulo se aborda su aplicacion especifica dentro del sistema
desarrollado, donde la recomendacion se basa en una combinacién producto-
producto. Este enfoque considera productos que han sido comprados
conjuntamente en transacciones previas, permitiendo capturar patrones de compra
recurrentes y estructurar recomendaciones mas alineadas con el comportamiento

historico de los clientes.

Esta seccion se enfoca en la aplicaciéon de los algoritmos de recomendacion
escogidos para este estudio. Los algoritmos k-Nearest Neighbors (k-NN),
Alternating Least Squares (ALS), y Neural Collaborative Filtering (NCF), que forman
el nicleo del sistema, determinando la calidad y precision de las recomendaciones

basadas en los datos transaccionales disponibles.

3.1.3.1 k-Nearest Neighbors (k-NN)
e Objetivo: Identificar productos similares basados en el historial de compras

para recomendar aquellos que han sido comprados en conjunto.

e Datos Utilizados:
o Matriz producto-producto: Representa la frecuencia con la que
dos productos han sido adquiridos en la misma transaccion.
o Matriz de similitud: Calculada para medir la similitud entre

productos en funcién de sus compras conjuntas.
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e Hiperpardmetros y configuracion:

Tabla 3-1

Configuracién de hiperparametros para el algoritmo k-NN

Hiperpardmetros Descripcion Valores probados

Determina cuantos
) productos similares se
Numero de vecinos (k) 5, 10, 20
consideran en la
recomendacion.
Método usado para calcular
Métrica de similitud la distancia entre Coseno, Euclidiana
productos.
Asigna mayor importancia
Peso de las interacciones a productos con mas Binario, Frecuencia

compras conjuntas.

Nota. Elaboracion propia.

e Proceso de Implementacién:

Figura 3-2

Proceso de Implementacion del Algoritmo k-NN.

Construccion de la matriz producto-producto a partir del
historial de transacciones.

Calculo de la matriz de similitud entre productos
utilizando la métrica seleccionada.

Aplicacion del algoritmo k-NN para identificar los
productos mas similares.

Generacion de recomendaciones basadas en los vecinos
mas cercanos.

Nota. Elaboracion propia.
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3.1.3.2 Alternating Least Squares (ALS)

Tabla 3-2

Objetivo: Identificar patrones de compra conjunta entre productos
mediante la factorizacibn de matrices, permitiendo generar

recomendaciones basadas en compras previas.

Datos Utilizados:

o Matriz producto-producto: Representa la frecuencia con la que
dos productos han sido comprados juntos en una misma
transaccion.

o Matrices factorizadas: Se descompone la matriz producto-
producto en dos matrices de menor dimension, capturando patrones

latentes en las compras conjuntas.

Hiperparametros y configuracion:

Configuracién de hiperparametros para el algoritmo ALS.

Hiperparametros Descripcioén Valores probados

Dimensién de las matrices

Numero de factores (rank). 10, 20, 50

factorizadas.

Cantidad de veces que se

NuUmero de iteraciones 10, 20, 50

optimizan los valores en ALS.

Controla la penalizacion para

Parametro de regularizacion (A) 0.01,0.1,1

evitar sobreajuste.

Técnica utilizada para minimizar

Método de optimizacién ALS, SGD

la funcién de error.

Nota. Elaboracion propia.
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Figura 3-3

Proceso de Implementacién:

Proceso de Implementacon del Algoritmo ALS.

Construccidn de la matriz producto-producto a partir del
historial de transacciones.

Factorizacion de la matriz producto-producto en dos
matrices de menordimension mediante el algoritmo ALS.

Optimizacion de los valores lantentes mediante
iteraciones para minimizar el error de reconstruccion.

Generacidn de recomendaciones con base en la similitud
entre productos en la nueva representacion latente.

VRS

Nota. Elaboracion propia.

3.1.3.3 Neural Collaborative Filtering (NCF)

Objetivo: Aplicar redes neuronales profundas para modelar interacciones
no lineales entre productos comprados juntos, permitiendo identificar

relaciones complejas en los datos de compra.

Datos Utilizados:

o Conjunto de interacciones producto-producto: Dataset de
compras conjuntas en transacciones, representadas de forma
binaria o ponderada.

o Embeddings de productos: Representaciones vectoriales
aprendidas durante el entrenamiento del modelo, capturando

similitudes entre productos comprados juntos.
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e Hiperpardmetros y configuracion:
Tabla 3-3

Configuracién de hiperpardmetros para el algoritmo NCF.

Hiperpardmetros Descripcion Valores probados
) Cantidad de capas en la red
NUmero de capas ocultas 2,3,4
neuronal.

i Numero de nodos en cada capa
NUmero de neuronas por capa i 32, 64, 128
oculta.

y L Transformacion aplicada en ) )
Funcion de activacion ReLU, Sigmoid
cada capa.

] Cantidad de muestras
Batch size ) . 32, 64, 128
procesadas por iteracion.

) Tasa de aprendizaje del
Learning rate 0.001, 0.01
modelo.

Nota. Elaboracion propia.

e Proceso de Implementacién:

Figura 3-4

Proceso de Implementacion del Algoritmo NCF.

Transformacion de los datos en un conjunto de
entrenamiento de pares producto-compra, estableciendo
qué productos han sido comprado juntos.

Generacion de embeddings para productos mediante
capas densas, permitiendo capturar representaciones
latentes.

Concatenacion de embeddings y aplicacion de capas
ocultas en la red neuronal para modelar relaciones no
lienales.

Prediccion de la probabilidad de compra conjunta entre
productos, evaluando la afinidad entre ellos.

Optimizaciéon del modelo utilizando el descenso de
gradiente estocastico (SGD) y backpropagation.

Q) @ & =

Nota. Elaboracién propia.
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3.1.4 Meétricas de Evaluacién del Modelo

Para analizar el desempefio del sistema de recomendacion, se emplean las
métricas Precision, Recall y F1-Score. Estas métricas son adecuadas porque el
sistema no predice calificaciones explicitas ni clasificaciones binarias, sino que
genera rankings de productos recomendados.
e Precision mide la proporcion de productos recomendados que realmente
fueron relevantes para el usuario.
e Recall evalla cuantos de los productos realmente relevantes fueron
incluidos en las recomendaciones.
e F1-Score proporciona un balance entre precisién y recall, permitiendo
evaluar el desempefio global del sistema.
Estas métricas fueron seleccionadas en lugar de otras como RMSE y MAE, ya que
estas Ultimas estan disefiadas para modelos que predicen calificaciones numéricas
y no rankings de recomendaciones. Asimismo, la Matriz de Confusion y la Curva
ROC no son adecuadas, pues estan disefiadas para problemas de clasificacion
binaria y no consideran la calidad del orden de las recomendaciones.
Por lo tanto, Precision, Recall y F1-Score ofrecen una evaluacibn mas
representativa de como el sistema genera recomendaciones relevantes para los

usuarios.

3.1.5 Generaciéon y Almacenamiento de Recomendaciones

La generacion y almacenamiento de recomendaciones es una fase clave en el
sistema de recomendacion. Debido a que el célculo de recomendaciones en tiempo
real puede resultar costoso en términos computacionales, este proyecto se enfoca
en la generacion de recomendaciones pre-modeladas y su almacenamiento. Este
enfoque permite que las recomendaciones se generen en lotes (batch), lo que
mejora el rendimiento al minimizar los costos asociados con el procesamiento en
tiempo real. Las recomendaciones pre-elaboradas se almacenan para su facil
acceso, permitiendo que el sistema responda rapidamente a las consultas sin

recalcular los resultados cada vez.

51



La Figura 3-5 presenta el proceso de generacion y almacenamiento de
recomendaciones. Este proceso comienza con el preprocesamiento de datos y
termina con el acceso rapido a las recomendaciones generadas, permitiendo un

rendimiento éptimo en la ejecucion del sistema.

Figura 3-5

Proceso de Generacion y Almacenamiento de Recomendaciones.

* L os dates transaccionales de preparan y limpian para optimizar su

Preprocesamiento de datos
uso en los algoritmos de recomendacion.

* Los algoritmos de recomendacion se aplican sobre los datos

Aplicacion de algoritmos
preprocesades en modo batch.

# S5 generan las recomendaciones basadas en los resultados de los

Generacion de recomendaciones
algoritmos aplicados.

* Las recomendaciones pre-calculadas se almacenan en tablas

Almacenamiento en la Base de datos
dedicadas para su facil acceso y consulta posterior.

* Las recomendaciones se extraen de la base de datos para su uso en

Acceso rapido
andlisis y campafias.

Nota. Elaboracién propia.

3.1.6 Implementaciéon del Dashboard

Para la implementacién del dashboard, se ha seleccionado Streamlit, una solucion
basada en Python que facilita la creacion de aplicaciones web. Streamlit permite
integrar visualizaciones dinamicas con un backend en Python sin necesidad de
conocimientos avanzados en desarrollo web.

Streamlit se eligié por su enfoque intuitivo, rapida implementacion, compatibilidad
con bibliotecas populares como Pandas, Plotly y Scikit-learn, y su capacidad para
manejar big data de forma eficiente.

En la Figura 3-6 se ilustran estas caracteristicas, que justifican su seleccion para

el desarrollo del sistema.
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Figura 3-6

Ventajas del uso de Streamlit.

Despliegue
rapido
No requiere
conocimientos
avanzados de
desarrollo web.

Compatibilidad
Integracion con
Pandas, Plotly,
Matplotlib, Scikit-
learn.

/

STREAMLIT

(Python
Framework)

\

Optimizacion

Interactividad

dinamica e e
¢ Manejo eficiente
Soporta widgets de grandes
y actualizaciones voll]rienes de
en tiempo real.
datos.

Nota. Elaboracion propia.

3.1.6.1 Prototipo de Visualizacién
El prototipo del dashboard es clave para obtener feedback temprano y realizar
ajustes. La Figura 3-7 presenta los atributos mas relevantes que incluira el prototipo
de visualizacion, enfocadas en ofrecer una interfaz intuitiva, graficos dinamicos e

interactividad a través de un panel de control.
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Figura 3-7

Funcionalidades clave del prototipo del dashboard

/

Seleccién
Personalizada
Filtra categorias y
productos clave.

Prototipo

del
Dashboard

Optimizacion de
Combos
Define productos
para maximizar
margen y ventas.

~

Ajuste Estratégico
Configura
parametros para
mejores
recomendaciones.

Control Dindmico
Modifica criterios en
tiempo real.

/)

Nota. Elaboracion propia.

3.1.6.2 Desarrollo Iterativo

Durante el desarrollo del dashboard, se implementaran ciclos de mejora continua
basados en el feedback de los stakeholders y las pruebas de usabilidad. La Figura
3-8 presenta los componentes clave del enfoque iterativo, orientado a asegurar que

el dashboard cumpla con las expectativas de los usuarios y presente los datos de

manera efectiva.
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Figura 3-8

Proceso iterativo de mejora del dashboard.

1. Feedback y
Ajustes

Ajustes basados en
el feedback de los
stakeholders.

4.Revision
de Datos

Verificar que los
datos sean
presentados de
forma claray
precisa.

Nota. Elaboracion propia.

3.1.6.3 Despliegue y Acceso
e Despliegue Local: Inicialmente en un servidor local para pruebas internas.
e Despliegue en la Nube: Una vez validado, se considerara el despliegue en la

nube para escalabilidad.

3.2 Infraestructura para procesamiento y almacenamiento

Esta seccion describe la infraestructura disefiada para el procesamiento y
almacenamiento de datos del sistema de recomendacion. Debido a que este
proyecto se enfoca en un prototipo o proyecto piloto, la infraestructura se ha
optimizado para operar en un entorno in-house, utilizando recursos locales que

garantizan escalabilidad futura.
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3.2.1

3.2.2

Procesamiento de Datos

El procesamiento de datos se efectuara en un entorno in-house, utilizando una
maquina o laptop local. Este enfoque resulta ideal para el prototipo, ya que
proporciona control total sobre el entorno de desarrollo, facilitando iteraciones
rapidas y flexibles del sistema. Ademas, este método garantiza la capacidad de

ajustar los procesos de acuerdo con las demandas particulares del proyecto.

Método de Procesamiento en Batch:

o Los datos se procesardn en batch, ejecutando los algoritmos de
recomendacion sobre un conjunto de datos predefinido. Este método es
eficiente para el volumen de datos manejado en el prototipo.

o La capacidad computacional de la maquina local es suficiente para
procesar los datos transaccionales de un subconjunto de clientes

(aproximadamente 1000).

Escalabilidad

Aunque el sistema se ejecuta en un entorno local para el prototipo, ha sido
disefiado para ser escalable. Esto permite una futura migracién a infraestructuras
mas robustas, como servidores dedicados o entornos en la nube, si se decide

avanzar hacia un despliegue a gran escala.

3.3 Almacenamiento de Datos

Base de Datos In-house:

o El almacenamiento de la informacion se llevard a cabo en una base de
datos designada especificamente para este proyecto piloto. Esta base
contiene transacciones de un periodo especifico, organizadas en tablas
optimizadas para el acceso y procesamiento por los algoritmos.

o Las inferencias generadas por los modelos de recomendacién se
almacenaran en tablas separadas, permitiendo su facil acceso para la

ejecucion de camparias y analisis.
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e« Tablade Recomendaciones:
o Las recomendaciones generadas se almacenaran en una tabla especifica,
gue sera el soporte para la toma de decisiones durante el periodo de
ejecucion del batch. Esta tabla podra ser consultada segun sea necesario,

sin requerir recalculacion bajo demanda.

3.3.1 Consideraciones Futuras

En las consideraciones futuras, se destacan dos opciones principales para la
escalabilidad del sistema: la migracion a la nube y el despliegue en servidores
dedicados. La Figura 3-9 presenta estas opciones, enfocadas en mejorar el

rendimiento y la capacidad de procesamiento a gran escala.

Figura 3-9

Opciones de escalabilidad para el sistema

Despliegue en
servidares

Migracion a la
nube

dedicados
Para operaciones Ideal para
en tiempo real o operaciones a
grandes volimenes gran escala
de datos
Escalabilidad del
sistema

Requiere
procesamiento
en tiempo realy
mayor capacidad

Aprovechando
almacenamiento
y procesamiento
escalable

Nota. Elaboracion propia.
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3.3.2 Criterios de seleccién de combos

La seleccion final de los combos recomendados es realizada por los compradores,
guienes eligen entre las opciones generadas por el sistema en funcion de diversos
criterios comerciales. El sistema propuesto presenta opciones de combos optimizados,
pero la decision de compra esta influenciada por factores estratégicos internos, tales

como.

e Margen de rentabilidad: Los compradores suelen priorizar combos con un
margen atractivo para maximizar la rentabilidad de la venta.

e Acuerdos con proveedores: En algunos casos, las compras estan sujetas a
acuerdos comerciales que requieren alcanzar cierto volumen o monto de compra
con determinados proveedores.

o Popularidad y rotacion de inventario: Se favorecen productos con alta rotacién

y demanda en el mercado para evitar acumulacién de inventario.
Estos criterios aseguran que las opciones presentadas a los compradores no solo

optimicen la recomendacién basada en datos historicos, sino que también se alineen con

las estrategias comerciales del negocio.
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CAPITULO 4

4. RESULTADOS

4.1 Recoleccion de Datos y Estrategias para la Evaluacién del Proyecto

El propdsito del proyecto es desarrollar un sistema de recomendacion para
optimizar la seleccion de combos mediante el analisis de patrones de compra. La
validacién de los objetivos se realizé a través de una serie de estrategias que
permitieron evaluar el rendimiento del modelo y su efectividad en un entorno real.
Estas estrategias abarcan desde la segmentacion de clientes y la validacion de
productos clave, hasta el analisis de desempefio y la comparacién de modelos. A
continuacion, se detallan cada una de estas etapas y los resultados obtenidos.

Antes de iniciar las siguientes etapas, se ejecutd una depuracion de datos,
eliminando registros que no cumplian con ciertos criterios (clientes fidelizados,
productos activos, alta rotacion, ticket promedio). Como resultado, se obtuvo una
base de datos mas precisa, donde el 52,9% de las compras fueron realizadas por

mujeres, representando un total de 2,6 millones de registros.

Figura 4-1

Distribucion de clientes por sexo

Distribucion por Sexo (Total: 2661302)

M

47.1%

Nota. Elaboracion propia.



4.1.1 Andlisis de Segmentacion de Clientes

El andlisis de segmentacion fue esencial para identificar los grupos de clientes mas
relevantes. Se aplico el algoritmo K-Means para generar cuatro clusters basados
en frecuencia de compra, valor promedio de compra y diversidad de productos. A
partir de esta segmentacién, se determin6 que los Clusters 3 y 4 constituian los
segmentos mas adecuados para las recomendaciones, ya que representan a los
clientes con la mayor frecuencia de compra y el mayor valor promedio de compra.
Esto los convierte en un grupo prioritario para estrategias de fidelizacién y aumento

de ventas. A continuacion se detalla el proceso:

En primer lugar, se utilizé el método del codo, que permite identificar el nimero
optimo de clusters, evitando una segmentacion excesiva que dificulte el analisis.
Donde se determiné que:

e Con 3 0 4 clusters se logra un buen balance entre simplicidad y precision al
agrupar clientes.

e Mas clusters no aportan mucha mejora, pero si complican el analisis.

Figura 4-2

Determinacion del numero 6ptimo de clusters mediante el Método del Codo
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Nota. Elaboracién propia.
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Luego, se aplico el algoritmo K-Means, obteniendo el resultado de la clusterizacion
de clientes basado en las variables Total Valor PVP (gasto total) y Numero de
Productos (diversidad de productos comprados). En la Figura 4-3, presentada a
continuacion, cada punto representa un cliente, y los colores identifican los grupos

(clusters) formados.

Es decir:

e Los clusters separan a los clientes segun su comportamiento de compra. Por
ejemplo, clientes con alto gasto y mayor diversidad de productos estan en
una region distinta a los clientes con bajo gasto y poca diversidad de
productos comprados. Esto permite identificar patrones de consumo,
segmentando a los clientes para estrategias especificas, como promociones

o fidelizacion.

Figura 4-3

Segmentacion de clientes mediante K-Means (2D)

Clustering de clientes

10

Numero de Productos

T
0 10 20 30 40
Total Valor PVP

Nota. Elaboracion propia.

El gréfico tridimensional presentado en la Figura 4-4, permite visualizar los
resultados de un analisis que busca agrupar a los clientes en segmentos

homogéneos basados en caracteristicas comunes, en este caso, tres variables:
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Total Valor PVP (Escalado): Representa el valor total de las compras
realizadas por cada cliente, normalizado para facilitar la comparacion.
Numero de Productos (Escalado): Indica la cantidad de productos
adquiridos por cada cliente.

Frecuencia de Compra (Escalado): Refleja la frecuencia con la que un

cliente realiza compras.

Cada punto en el grafico representa un cliente individual, y su posicion en el espacio

tridimensional estd determinada por los valores de estas tres variables. Los

diferentes colores de los puntos indican a qué cluster pertenece cada cliente.

La disposicion de los puntos en la Figura 4-4 revela patrones interesantes y permite

identificar distintos perfiles de clientes:

Cluster 1 (Colores més frios):

v

v

Caracteristicas: Clientes que realizan un nimero bajo de compras, con un
valor total bajo y una frecuencia de compra baja.
Interpretaciéon: Probablemente se trate de clientes nuevos o poco activos,

que podrian requerir estrategias de activacion y fidelizacion.

Cluster 2 (Colores intermedios):

v

Caracteristicas: Clientes con un comportamiento de compra mas
equilibrado, con valores intermedios en las tres variables.
Interpretacion: Podrian ser considerados como clientes regulares, que

representan una base soélida para la empresa.

Cluster 3y 4 (Colores mas calidos):

v

Caracteristicas: Clientes que realizan un numero elevado de compras, con
un valor total alto y una frecuencia de compra alta.

Interpretacion: Son los clientes de mayor valor para la empresa, ya que
generan una gran parte de los ingresos. Representan una oportunidad para

programas de fidelizacibn més personalizados y ofertas exclusivas.
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Figura 4-4

Visualizacion tridimensional de la segmentacién de clientes con k-Means.

Clustering de clientes (3D) 20

Cluster

Frecuencia de Compra (Escalado)

0.0

Nota. Elaboracion propia.

Teniendo como resultado en el alcance del dataset en un 1 milléon de registros a

utilizarse en el proyecto.

4.1.2 Seleccion de Productos Relevantes
Simultaneamente, se realizé un analisis de productos para identificar los mas

demandados y relevantes para el sistema de recomendaciones.

De acuerdo con el andlisis de demanda, se seleccioné el top 200 de productos con
mayores ventas como base de los productos a recomendar. Enfocar el sistema en
estos productos permite optimizar la relevancia de las recomendaciones y aumentar

la satisfaccion del cliente, asegurando que las recomendaciones se concentren en

productos de alta demanda.

4.1.3 Seleccidn de hiperparametros
Para garantizar el mejor desempeiio de cada modelo, se realizaron experimentos
con diferentes combinaciones de hiperparametros, definidos en el Capitulo 3. La

seleccion de los valores Optimos se basd en el mejor equilibrio entre Precision,
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Recall y F1-Score, asegurando estabilidad en las recomendaciones sin
comprometer la capacidad de generalizacién del modelo.
A continuacion, se presentan los valores optimos seleccionados para cada

algoritmo:

Tabla 4-1

Hiperparametros 6ptimos seleccionados

Algoritmo Hiperparametro Valor 6ptimo
Numero de vecinos (k) 10
KNN Métrica de similitud Coseno
Peso de interacciones Frecuencia
Ndmero de factores (rank) 20
ALS Numero de iteraciones 50
Paradmetro de regularizacion (A) 0.1
Método de optimizacién ALS
NUmero de capas ocultas 3
NUmero de neuronas por capa 64
NCF Funcién de activacion ReLU
Batch size 64
Learning rate 0.001

Nota. Elaboracién propia.

Estos valores fueron determinados tras evaluar mdultiples combinaciones en
escenarios controlados. Los hiperparametros seleccionados permitieron a cada
modelo alcanzar su mejor rendimiento, como se observa en las préximas

secciones.

4.1.4 Back Testing

Tras definir los segmentos clave de clientes y productos, se realizdé un back testing
para evaluar la capacidad predictiva del sistema de recomendaciones. En este

proceso, se particiond la data en conjuntos de entrenamiento y prueba: los datos
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de enero a marzo de 2024 se utilizaron para entrenar el modelo, mientras que los
datos de abril de 2024 se reservaron para pruebas y validacion. Esta metodologia
permitid evaluar la eficacia del modelo considerando data que no fue usada en el
entrenamiento, lo cual garantiza que las recomendaciones generadas sean
pertinentes y robustas en un entorno simulado de produccion.

Para el andlisis de rendimiento, se emplearon las métricas de Precision, Recall y
F1-Score, centrandose en las cinco principales recomendaciones para asegurar su

pertinencia para el usuario final. Los resultados se presentan a continuacion:

Tabla 4-2

Comparacion de modelos — Back testing

Modelo Precision Recall F1-Score
KNN 0.6500 0.6000 0.6250
ALS 0.7000 0.6500 0.6750
NCF 0.7800 0.7200 0.7500

Nota. Elaboracion propia.

Estos resultados muestran que NCF obtuvo el mejor rendimiento en todas las
métricas, lo que indica que genera recomendaciones mas precisas y ordenadas de

manera efectiva.

4.1.5 Comparacion de Modelos

En esta fase critica del proyecto, se realiz6 una comparacién exhaustiva de tres
algoritmos de recomendacion: K-Nearest Neighbors (KNN), Alternating Least
Squares (ALS) y Neural Collaborative Filtering (NCF). El objetivo era identificar el
modelo con el mejor rendimiento en términos de precision, relevancia y eficiencia,
asegurando que las recomendaciones ofrecidas fueran utiles para los usuarios en
un contexto realista.

Para esta comparacion, se emplearon datos de mayo a agosto de 2024 para el

entrenamiento y los datos de septiembre de 2024 para las pruebas y validacion.
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Esta division permitié evaluar cémo los modelos se comportaban con un conjunto
de datos actualizado y nunca antes visto, simulando un entorno de produccién. Se
seleccionaron los 200 productos mas relevantes en términos de ventas para
asegurar que las recomendaciones fueran significativas y enfocadas en productos
de alta demanda.

Cada modelo fue evaluado utilizando las métricas de rendimiento: Precision, Recall
y F1-Score. Estas métricas permiten evaluar la efectividad de las recomendaciones,
midiendo tanto la exactitud como la capacidad del sistema para capturar todos los

elementos relevantes.

Tabla 4-3

Comparacion de modelos en la Implementacion

Modelo Precision Recall F1-Score
KNN 0.9787 0.6578 0.7832
ALS 0.9800 0.6782 0.7895
NCF 0.9867 0.6904 0.8012

Nota. Elaboracion propia.

4.2

Como se indica en la Tabla 4-3, el modelo NCF superd a los otros algoritmos,
logrando la mayor precision y F1-score, lo que lo convierte en la opcion mas eficaz
para este sistema. El modelo ALS también demostrd robustez; y KNN, aunque es
el modelo mas sencillo, presenté un desempefio inferior en comparacion a los otros
dos. La eleccién del modelo mas preciso se basé en la evaluacion de estas
métricas, las cuales reflejan la capacidad del modelo para generar

recomendaciones precisas y relevantes.

Puesta en Marcha y Funcionamiento

La implementacion del sistema de recomendacion se realizd en tres fases,

abarcando el andlisis exploratorio, la clusterizacion y el desarrollo final del modelo.
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Este enfoque permitié optimizar los recursos disponibles y superar limitaciones

técnicas sin comprometer la precisién del modelo.

4.2.1 Limitaciones de Recursos y Estrategia de Implementacién en Fases

La implementacion inicial del sistema se realiz6 en un entorno de desarrollo con
Python versién 3.10. En lugar de un entorno de produccién completo, se utiliz6 un
entorno controlado que permitié realizar pruebas exhaustivas de los modelos y
ajustar sus configuraciones sin necesidad de infraestructura adicional en la nube.
Inicialmente, el sistema trabajaba con un conjunto de datos de aproximadamente
11 millones de registros, lo que excedia las capacidades de memoria disponibles.
Para optimizar el procesamiento, se implemento una estrategia de segmentacion
que incluyo trabajar anicamente con el clister de clientes con mayor frecuencia de
compra y seleccionar el top 200 de productos con mayores ventas, como fue
descrito previamente en las secciones de Andlisis de Segmentacion de Clientes y
Seleccion de Productos Relevantes.

Esta delimitacion estratégica permitio reducir el volumen de datos a 1 millén de
registros, haciendo que el procesamiento fuera mas eficiente sin comprometer la

calidad ni la relevancia de las recomendaciones.

4.2.2 Produccion y Visualizacion de Recomendaciones

La solucién final integra un prototipo desarrollado en el framework de visualizacién
Streamlit, el cual proporaciona a los usuarios una interaccién fluida con las
recomendaciones generadas por el sistema. Este aplicativo optimiza el proceso de
seleccién de productos y creacion de combos, permitiendo reducir el tiempo
requerido de una semana a solo 1-2 horas. La integracion en los sistemas internos
permite al equipo comercial acceder a las recomendaciones de manera eficiente,
mejorando la capacidad de respuesta y facilitando la toma de decisiones
estratégicas.

La interfaz inicial muestra como el usuario ingresa sus credenciales para acceder
al sistema. Se busco que el disefio sea limpio, intuitivo y de rapida comprension,

reduciendo la curva de aprendizaje para nuevos usuarios. La pantalla presentada
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a continuacion ratifica que el prototipo cumple con el criterio de usabilidad, ya que

facilita un acceso seguro y rapido al sistema.

Figura 4-5

Pantalla de autenticacion de usuario.

Inicio de sesidn

Nota. Elaboracién propia.

Una vez autenticado, el sistema guia al usuario hacia la seleccion de categorias,
subcategorias y productos. La navegacion esta disefiada de forma secuencial y
l6gica, evitando pasos innecesarios y priorizando la eficiencia operativa.
Se destacan los siguientes aspectos:
e Filtros claros y personalizables: Permiten al usuario seleccionar de
manera precisa los productos que desea analizar o incluir en los combos.
e Organizacion visual: Los elementos estan dispuestos de forma jerarquica,
lo que simplifica la identificacion de las opciones.
e Feedback positivo de los usuarios: Durante las pruebas, los usuarios
resaltaron la claridad de los filtros y la facilidad para encontrar los productos

deseados.
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Figura 4-6

Pantalla de seleccién de productos.

Selecciona los Productos para Recomendacion

Seleccione una Categoria
Limpieza del Hogar
Seleccione una Subcategoria

LAVADO DE ROPA

Seleccione hasta 4 productos:

Nota. Elaboracion propia.

Luego de seleccionar los criterios, el sistema genera una lista de recomendaciones
en forma de combos optimizados para maximizar el valor comercial. Esta
funcionalidad se validé mediante pruebas que confirmaron que los resultados son
coherentes con los criterios seleccionados.
Pruebas realizadas:

e Validacién de resultados: Se verific6 que las recomendaciones sean

coherentes con los filtros aplicados por el usuario.
e Eficiencia operativa: Se midi6é el tiempo que toma generar los combos

recomendados, logrando reducirlo de dias a tan solo minutos.
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Figura 4-7

Pantalla de combos recomendados.

o
Combos Recomendados
Seleccione los indices de los combos que desea considerar:
O Sel ardad
Producto A Producto B Precio Combo | Margen Barra
1 DETERGENTE CICLON 1.2 KG FLORAL SERVILLETA 23X24 CM FAMILIA ACDLCHAMAX 100 UNI MEDIANA 300 PRI T—
2 DETERGENTE CICLON 1.2 KG FLORAL FUNDA P/BASURA 46X46 CM MAYIK MULTIUSO 20 UNI 5329 22.94% L —
3 DETERGENTE CICLON 1.2 KG FLORAL LAVAVAJILLA EN CREMA LAVA 300 G ALOE 5464 18.89% |
a DETERGENTE CICLON 1.2 KG FLORAL ESPON JA MULTIUSO MAS AHORRD 5 UNI 5336 PRIIT (T —
5 DETERGENTE CICLON 1.2 KG FLORAL JABON P/LAVAR ROPA C/DETERGENTE MAS AHORRO 250 G 5336 PIVIT (T—
6 | SUAVIZANTE SUAVITEL DOYPACK 360 ML FRESCA PRIMAVERA DETERGENTE EN POLVO MAS AHORRO 1 KG FLORAL §3.15 FEYCTEY T —
7 | SUAVIZANTE SUAVITEL DOYPACK 360 ML FRESCA PRIMAVERA CLORO MAS AHORRO 1000 ML 226 s6.73% | (]
8 SUAVIZANTE SUAVITEL DOYPACK 360 ML FRESCA PRIMAVERA DESINFECTANTE FABULOSO 1000 ML NARANJA 5332 45.18% e |
9 | SUAVIZANTE SUAVITEL DOYPACK 360 ML FRESCA PRIMAVERA SUAVIZANTE MAS AHORRO 1000 ML $4.00 64.06% | [mi-——]
10 | SUAVIZANTE SUAVITEL DOYPACK 360 ML FRESCA PRIMAVERA LAVAVAJILLA EN BARRA DEJA 350 G LIMON 251 59.96% | (-]
[ - |

Nota. Elaboracion propia.

Durante las pruebas iniciales, los usuarios indicaron que necesitaban visualizar
ciertas variables clave dentro del prototipo para poder tomar decisiones
estratégicas con mayor rapidez. Estas variables han sido incluidas en la version
actual. A continuacion, se presenta la pantalla final del aplicativo donde se muestran
los combos elegidos con visualizaciones sobre la proyeccién de ventas, ganancias

estimadas y margen de contribucion.
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Figura 4-8

Resumen y analisis de los combos recomendados.

Resumen de Combos Seleccionados

Combo Cantidad estimada de vents | Vents estimada {$) | Ganancia estimada [$]

2

Proyeccién de Ventas y Ganancias Ganancia Estimada por Combo
6000

. - Venta estimada

11000 1 g
N 5000

\
10000 1 N

) . 4000

mada ($)

80001 N

3000

Monto ($)

7000 4

2000

/
Ganancia Esti

5000 1 1000

4000 1

Nota. Elaboracion propia.

En esta seccion final, el sistema presenta un analisis detallado de los combos
seleccionados por el usuario. Los datos incluyen:
e Proyeccidon de ventas: Graficos de barra que muestran la expectativa de
ingresos con base en los combos elegidos.
e Ganancias estimadas y margenes de contribucién: Visualizaciones que
ayudan a evaluar la rentabilidad de las recomendaciones.
e Resumen visual de combos seleccionados: Ayuda al usuario a comparar
y priorizar las opciones disponibles.

4.3 Pruebas de Funcionalidad

Dado que el aplicativo se encuentra en fase de prototipo, se realizaron pruebas
especificas para validar su funcionalidad, eficiencia y usabilidad. El sistema atn no
es completamente funcional, sino que representa un modelo inicial disefiado para
evaluar la viabilidad y utilidad de las recomendaciones en un entorno controlado.
Actualmente, recoge las ideas y necesidades del equipo comercial, cumpliendo con

los requisitos minimos de operacion.
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En una implementacion final, se incorporaran mas variables y mejoras técnicas.

4.3.1 Evidencias de Funcionamiento del Prototipo

El prototipo del sistema de recomendacion fue presentado al equipo comercial de
la empresa para una evaluacién preliminar. Durante esta sesion, se explico el
funcionamiento del sistema y los usuarios interactuaron con las funcionalidades
principales, incluyendo la generacion de recomendaciones y las visualizaciones
interactivas. Los comentarios obtenidos fueron cualitativos, basados en
observaciones de como los usuarios utilizaban el sistema, y se identificaron

oportunidades para perfeccionar la interfaz y enriquecer la experiencia del usuario.

4.3.2 Pruebas de Tiempo de Respuesta

El tiempo de respuesta fue un aspecto critico evaluado durante las pruebas del
prototipo. Se realizaron simulaciones para medir cuanto tiempo tomaba generar
recomendaciones, especialmente bajo condiciones de uso intensivo. Los
resultados mostraron que el modelo NCF podia responder en un promedio de 1.3
segundos, cumpliendo con las expectativas de eficiencia para un sistema de
recomendacion y demostrando que el prototipo es capaz de manejar interacciones

rapidas y fluidas.

4.3.3 Pruebas de Precision

La precision del sistema fue evaluada a través de pruebas basadas en datos
histéricos. Se compararon las recomendaciones generadas por el prototipo con los
patrones de compra registrados en el pasado para verificar la relevancia y exactitud
de las sugerencias. Las métricas empleadas fueron Precision, Recall y F1-Score,
enfocandose en las cinco principales recomendaciones. El modelo NCF se destaco
en estas métricas, evidenciando que las sugerencias eran consistentes y alineadas

con las necesidades del usuario final.
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4.3.4 Pruebas de Usabilidad y Experiencia de Usuario del Prototipo

El segundo objetivo se centré en proporcionar una experiencia de usuario efectiva
mediante visualizaciones interactivas. Para validar este aspecto, se llevaron a cabo
pruebas de usabilidad especificas para prototipos, donde se observé a los usuarios
del equipo comercial interactuar con las visualizaciones desarrolladas en Streamlit.
Las observaciones incluyeron:

e Facilidad de Navegacion: Se analiz6 si los usuarios podian navegar
intuitivamente por las visualizaciones y comprender la informacion
presentada sin necesidad de asistencia adicional.

e Interaccion con Recomendaciones: Se evalu0 como los usuarios
interpretaban y utilizaban las recomendaciones generadas, y si estas les
parecian relevantes y (tiles para la toma de decisiones comerciales.

Los resultados de estas observaciones fueron positivos, indicando que el prototipo
es facil de usar y que las visualizaciones son claras y efectivas, aunque se

identificaron areas para futuras mejoras.

4.3.5 Pruebas de Impacto Simulado en la Tasa de Conversion

Para cumplir con el tercer objetivo de evaluar la eficiencia del modelo en mejorar la
tasa de conversion, se realizaron pruebas simuladas en un entorno de prototipo. Se
utilizaron datos histéricos y escenarios hipotéticos para analizar el impacto

potencial del sistema:

Se evaluaron distintos escenarios de ventas, con y sin las recomendaciones del

sistema, para analizar su impacto en las decisiones de compra de los clientes.

Andlisis Comparativo: Se compararon escenarios de ventas con y sin las
recomendaciones del sistema, simulando como podria cambiar el comportamiento
de compra de los clientes. Los resultados mostraron un incremento teérico en las
tasas de conversion, lo que sugiere que, una vez implementado en un entorno real,
el sistema podria tener un impacto positivo significativo. Se presentan a

continuacion, los resultados obtenidos en el andlisis:
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Tabla 4-4

Impacto del Sistema de Recomendacién en la Tasa de Conversion.

Escenario Tasa de Conversion (%) Incremento (%)
Sin recomendaciones 3.2% -
Con recomendaciones 4.8% +50%

Nota. Elaboracion propia.

4.4

Estas pruebas confirman que el prototipo podria mejorar la experiencia del usuario
y optimizar las tasas de conversion. Sin embargo, se reconoce que se requeriran
pruebas mas exhaustivas en un entorno de produccion para validar completamente

estos resultados.

Andlisis Costo/Beneficio

La evaluacion del costo/beneficio del sistema de recomendacion es fundamental
para determinar su viabilidad econémica y su impacto en la estrategia comercial. El
desarrollo del prototipo se realiz6 con cero costos adicionales, aprovechando
herramientas gratuitas y equipos personales. Sin embargo, en un entorno real, la
inversion necesaria incluiria infraestructura, soporte técnico y licencias.

A continuacion, se presentan los costos del prototipo y la proyeccion de costos para
una implementacion a gran escala, lo que permite evaluar la diferencia en términos

de inversion y retorno.

4.4.1 Desglose de Costos del Prototipo

La siguiente tabla presenta un desglose detallado de los costos asociados a esta

fase inicial:
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Tabla 4-5

Desglose de Costos del Prototipo

Categoria Detalle Costo estimado

) Implementacion con Python y Streamlit Cloud
Desarrollo del Prototipo _ ) $0
(versiones de prueba gratuitas)

. Uso de 2 laptops personales (2 equipos de los $0 (sin costo
Equipos o
autores) adicional)

Trabajo no remunerado del equipo de desarrollo
Recursos Humanos } $0
(horas dedicadas)

Gastos Operativos Utilizacién de recursos gratuitos en Streamlit Cloud $0

Total Costos
. $0
Implementacion Real

Nota. Elaboracion propia.

4.4.2 Proyeccion de Costos para una Implementacién en Entorno Real

En un entorno de produccion, seria necesario invertir en infraestructura tecnolégica
mas robusta, licencias de software, y soporte técnico, lo que incrementaria
significativamente los costos operativos y de implementacién. A continuacién, se

detallan los costos estimados:
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Tabla 4-6

Proyeccion de Costos para una Implementacion en Entorno Real

3 Costo
Categoria Detalle ]

estimado

Servidores dedicados o servicios en la nube, bases de $50,000

Infraestructura

datos seguras anuales

] ) Herramientas de visualizacion y plataformas de $5,000

Licencias de Software

desarrollo anuales

. Adquisicion de hardware especializado (servidores,
Equipos o $10,000
laptops de alto rendimiento)

o Costos asociados al monitoreo continuo, $20,000
Soporte y Mantenimiento o o
actualizaciones y soporte técnico anuales

Personal especializado para desarrollo y soporte
Recursos Humanos o $30,000
técnico (anual)

Total Costos
L $115,000
Implementacion Real

Nota. Elaboracion propia.

4.4.3 Proyeccion de Beneficios

El beneficio proyectado del sistema de recomendacion, una vez implementado en
un entorno real, se basa en el incremento potencial de las ventas y la mejora en la
retencién de clientes. Si se estima que el sistema podria generar un aumento de $1
millébn en ventas anuales, con un costo operativo de $300,000, el beneficio neto

ascenderia a $700,000, lo que representaria un retorno de inversion significativo.
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Tabla 4-7

Beneficio proyctado de la Implementacion del Sistema de recomendacion.

Concepto Valor estimado
Incremento en Ventas anuales $1,000,000
Costos operativos anuales $300,000
Beneficio Neto $700,000

Nota. Elaboracion propia.

4.4.4 Consideraciones Finales

Es crucial destacar que el desarrollo del prototipo se llevo a cabo utilizando recursos
limitados, como Python y Streamlit Cloud en sus versiones gratuitas, y fue
ejecutado en laptops personales del equipo de proyecto. En un entorno de
produccion, sin embargo, se requerira una infraestructura mas sélida y un
presupuesto adecuado para asegurar el mantenimiento y la eficiencia operativa del
sistema. Este andlisis evidencia que, aunque el costo inicial del prototipo fue
minimo, la inversion necesaria para su implementacién real seria considerable. Sin
embargo, los beneficios proyectados justifican dicha inversién, dado el potencial de

incremento en las ventas y mejora en la experiencia del cliente.
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CAPITULO 5

5. CONCLUSIONES Y RECOMENDACIONES

En este capitulo se exponen las conclusiones derivadas del desarrollo de este
proyecto y las recomendaciones propuestas para su mejora Yy futuras

implementaciones.

5.1 Conclusiones

El desarrollo del prototipo del sistema de recomendacion permitié validar la
viabilidad de aplicar modelos de aprendizaje automatico para mejorarr la seleccién
de combos en el sector retail.

La implementacion en Streamlit facilit6 una interfaz intuitiva y funcional,
reduciendo significativamente el tiempo de seleccion de productos, pasando de
aproximadamente una semana a 1-2 horas.

Se determind que el modelo NCF presentd el mejor rendimiento teniendo en
cuenta las métricas de precision y recall, logrando recomendaciones mas
relevantes en comparacion con KNN y ALS.

El modelo actualmente no captura la estacionalidad, ya que se basa en los datos
disponibles, los cuales presentan un comportamiento homogéneo a lo largo del
tiempo. Sin embargo, esto no significa que el sistema no pueda considerar la
estacionalidad en futuras versiones. A medida que se incorporen mas datos
historicos y se disponga de informacion sobre variaciones de demanda en
diferentes periodos del afio, el modelo podrd ajustar dinamicamente sus
predicciones y capturar tendencias estacionales.

La segmentacion de clientes y la seleccién del top 200 de productos mas vendidos
mejoraron la precision del sistema, asegurando que las recomendaciones sean
estratégicamente relevantes.

Se realizaron pruebas de funcionalidad con el equipo comercial, evidenciando que
el prototipo cumple con los requisitos minimos de operacion y puede evolucionar

en futuras versiones con mayor cantidad de variables.



e Los resultados del analisis de impacto en ventas indicaron que el sistema podria
aumentar la tasa de conversién, aunque su efectividad final debera ser validada

en un entorno de produccion.

5.2 Recomendaciones

Para mejorar el sistema de recomendacion y facilitar su implementacién en

entornos reales, se sugieren las siguientes mejoras:

e Ampliar el conjunto de datos con informacioén histérica para que el modelo pueda
capturar la estacionalidad y ajustar sus predicciones segun la demanda en
diferentes periodos del afio.

e Explorar modelos hibridos que combinen diversas metodologias para mejorar la
precision de las recomendaciones.

e Evaluar la integracion del sistema con plataformas empresariales, como SAP o
CRM, para que las recomendaciones sean aprovechadas directamente en la
gestion comercial.

e Expandir el sistema a nuevos segmentos de clientes, explorando su aplicacién en
usuarios con menor frecuencia de compra para identificar estrategias de

fidelizacion.
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