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RESUMEN

El cancer de cuello uterino representa el cuarto lugar de mortalidad para mujeres de
acuerdo a al Observatorio Global de Cancer y GLOBOCAN 2022 a nivel mundial. La
deteccion temprana mediante técnicas como la colposcopia, es crucial para reducir la
mortalidad. El proyecto tiene como objetivo desarrollar un algoritmo de segmentacion
automatica de lesiones en imagenes colposcépicas utilizando redes neuronales
artificiales basadas en U-Net. Este enfoque radica en la necesidad de automatizar el
analisis de imagenes médicas para segmentar lesiones de cuello uterino y reducir los
errores causados por la interpretacion subjetiva del médico. El proyecto utilizé una
base de datos de 200 imagenes de colposcopia de la plataforma Kaggle, en las cuales
se segmentd manualmente las regiones de interés (ROI) con colaboracién de personal
meédico capacitado para generar mascaras binarias necesarias para entrenar el
modelo. Se emplearon técnicas de aumento de datos y el rendimiento se evalué con
las métricas del coeficiente de Dice e Interseccidén sobre Unién (loU). Los resultados
mostraron que el modelo alcanzé un coeficiente de Dice de 84% en el conjunto de
validacion y una loU de 75%. El modelo U-Net demostro ser efectivo para segmentar
lesiones en imagenes de colposcopia, con un desempefio adecuado en la validacion.
El modelo podria ser usado en una herramienta de asistencia para ayudar al médico

en la segmentacion de lesiones cancer de cuello uterino.

Palabras Clave: Inteligencia Artificial, Colposcopia, Cérvix, U-Net, ROI.



ABSTRACT

Cervical cancer is the fourth leading cause of mortality in women, according to the
Global Cancer Observatory and GLOBOCAN 2022 worldwide. Early detection through
techniques such as colposcopy is crucial to reducing mortality. The project aims to
develop an algorithm for automatic lesion segmentation in colposcopic images using
U-Net-based artificial neural networks. This approach stems from the need to automate
medical image analysis to segment cervical lesions and reduce errors caused by
physicians' subjective interpretation. The project used a database of 200 colposcopy
images from the Kaggle platform, in which regions of interest (ROIs) were manually
segmented with the collaboration of trained medical personnel to generate binary
masks necessary to train the model. Data augmentation techniques were employed,
and performance was evaluated using the Dice coefficient and Intersection over Union
(loU) metrics. The results showed that the model achieved a Dice coefficient of 84% on
the validation set and the loU achieved 75%. The U-Net model proved effective in
segmenting lesions in colposcopy images, with adequate validation performance. The
model could be used in an assistance tool to assist physicians in segmenting cervical

cancer lesions.

Keywords: Artificial Intelligence, Colposcopy, Cervix, U-Net, ROI.
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INTRODUCCION

El cancer de cuello uterino (cérvix) representa un desafio significativo para los sistemas
de salud a nivel global. Segun las estadisticas de la plataforma web del Observatorio
Global de Cancer (GCO, por sus siglas en inglés) y datos de GLOBOCAN 2022 la
incidencia de los diferentes canceres a nivel global representa 9 664 889 casos

diagnosticados [1].

El cancer de cuello uterino a nivel global se encuentra en cuarto lugar con 662
301(6.9%) de casos nuevos [1]. En la Figura 1.1 se tiene los diferentes canceres a nivel
global a) la incidencia representa en mama 2 296 840 (23.8%), pulmon 908 630 (9.4%),
colon 856 979 (8.9%), cuello uterino 662 301(6.9%), tiroides 614 729 (6.4%), cuerpo
del utero 420 368 (4.3%), y otros canceres 3 905 042 (40.4%). En b) La mortalidad a
nivel global es de 4 313 548 casos y la mortalidad del cancer de cuello uterino se ubica

en cuarto puesto con una representacion de 348 874 (8.1%) de casos.
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Figura I. 1 a) Incidencia, b) Mortalidad de canceres a nivel global [1]

En la Figura 1.2 representa América Latina y el Caribe a) incidencia de cancer de
cuello uterino es de 63 171 (8.1%) casos, ocupando el tercer lugar del total de
782 217 casos diagnosticados. b) La mortalidad con un total de 365 838 casos y

en cancer de cuello uterino representa el 33 514 (9.2%), ubicandose en cuarto

lugar.
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Figura I. 2 a) Incidencia, b) Mortalidad de canceres en América Latina y el Caribe [1]

En la Figura 1.3 se tiene a Ecuador: a) incidencia de canceres de 16 998 casos
diagnosticados. En cuanto, al cancer de cuello uterino es de 1 792 (10.5%) y
representa el segundo cancer con mas casos nuevos por debajo del cancer de
mama que es el principal cancer con mas casos de 1 154 (13.6%), entre otros
canceres. En b) la mortalidad es de 8 500 casos y el cancer de cuello uterino
representa un 939 (11.0%) es el segundo cancer con casos de mortalidad por

debajo del cancer de mama en el pais.
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Figura I. 3 a) Incidencia, b) Mortalidad de canceres en Ecuador [1]

El diagndstico temprano de este tipo de cancer es clave para reducir la mortalidad, y
la segmentacion de imagenes médicas juega un papel crucial en este proceso. En
particular, la colposcopia, una técnica de imagen utilizada para examinar el cuello
uterino, permite identificar anomalias precancerosas que podrian ser indicativas de
cancer. Sin embargo, la segmentacion precisa de las lesiones en estas imagenes es
un desafio técnico debido a la variabilidad en su apariencia, presencia de ruido y

heterogeneidad en las imagenes.

Las Redes Neuronales Artificiales (ANN, por sus siglas en inglés) han demostrado ser
herramientas eficaces para abordar problemas de segmentacion en imagenes
médicas. Estas redes, que emulan el funcionamiento del cerebro humano, son
capaces de aprender patrones complejos y detectar detalles sutiles en las imagenes,
lo que las hace ideales para identificar y segmentar lesiones en colposcopia. La
investigacion se centra en el potencial de la Inteligencia Artificial (IA) para ayudar
identificar lesiones en cancer de cuello uterino, contribuyendo como herramienta de
asistencia al médico. Por lo que, al desarrollar algoritmos avanzados basados en IA no
solo podria acelerar el proceso de analisis, sino también aliviar la carga sobre los

profesionales de la salud, mejorando asi los resultados clinicos.

Xl



1.

1.1

CAPITULO 1

PLANTEAMIENTO DE LA PROBLEMATICA

Identificacion del problema

La colposcopia es un procedimiento que ayuda a identificar cambios anormales en
el cuello uterino (cérvix), que podrian estar relacionadas con el cancer de utero. El
diagnéstico es realizado por el ginecdlogo y consiste en examinar el cérvix, la
vagina y la vulva con un instrumento llamado colposcopio. Durante el examen, se
aplican soluciones de acido acético y/o Lugol en el cérvix para mejorar la visibilidad
de posibles lesiones. El acido acético hace que las células con cambios anormales
se blanqueen, mientras que el Lugol tifie las células normales en color marrén
oscuro y a las células anormales no las tifie. Estas sustancias ayudan al ginecologo
identificar areas sospechosas que podrian ser lesiones precancerosas o anormales
(ver Figura 1.1). Este examen es comunmente realizado en mujeres mayores a 35

afos, debido a su mayor predisposicion a desarrollar este tipo de patologia [2][3].

Observacion del cérvix

Figura 1. 1 Colposcopia [4]

A pesar de la disponibilidad de métodos de diagnostico como la citologia cervical y
la colposcopia, la interpretacion de las imagenes obtenidas puede ser compleja y
subjetiva, dependiendo en gran medida de la experiencia del médico especialista.
La variabilidad en las caracteristicas de las lesiones, la presencia de artefactos en

las imagenes y las limitaciones en la resolucion de las camaras colposcopicas son

13



factores que dificultan un diagndstico preciso de las lesiones. Este analisis manual
implica una intensa carga de trabajo para el especialista, quien podria incurrir en
errores involuntarios de diagnéstico por agotamiento. El inconveniente radica en la
identificacién precisa de las lesiones de la patologia durante los cambios en el

epitelio blanco del acido acético en el cérvix [5].

La identificacion de lesiones precancerosas en imagenes de colposcopia es un
proceso manual realizado por el ginecdlogo, quien interviene directamente para
identificar, seleccionar y anotar la ubicacion de lesiones sospechosas. Este
proceso, conocido como segmentacion manual, permite la creacion de mascaras
binarias, esenciales para la generacion de bases de datos etiquetadas, que sirven
para entrenar algoritmos de IA. Sin embargo, la intervencién manual puede ser
laboriosa, subjetiva y propensa a errores, lo que resalta la necesidad de automatizar

este proceso.

Ademas, se presentan cuellos de botella en los centros de salud, lo que provoca
largos tiempos de espera y afecta tanto la calidad como la prontitud del diagnéstico
para el paciente. En zonas urbanas, la sobrecarga de trabajo de los profesionales
de salud, debido a la cantidad de pacientes, genera un cuello de botella que
ralentiza el proceso de deteccion y diagnostico temprano del cancer de cérvix, a
pesar de contar con recursos. Este problema esta directamente vinculado con la
insuficiencia en la optimizacion de los flujos de trabajo, lo que perjudica la eficacia
del sistema de salud. Por otro lado, en zonas rurales, el acceso a servicios
ginecolodgicos es aun mas limitado, lo que crea un cuello de botella aun mas critico,
ya que no cuenta con médicos especialistas, si no con médicos generales y la
lejania de los centros de salud dificultan la prevencion y tratamiento de
enfermedades. La falta de infraestructura adecuada y el aislamiento geografico
refuerzan estas limitaciones, haciendo que la deteccion y tratamiento temprano se

conviertan en desafios aun mas complejos.



1.2 Justificacion

Actualmente, las Redes Neuronales Convolucionales (CNN, por sus siglas en
inglés), se estan utilizando en el analisis de imagenes médicas debido a su
capacidad de extraccion automatica de caracteristicas para identificar patrones
complejos en diferentes tipos de canceres. En particular, la arquitectura U-Net ha
demostrado ser efectiva en la identificacion y localizacion de lesiones en la

segmentacion automatica en imagenes biomédicas [6].

El desarrollo de algoritmos de |A, han permitido la creacidn de herramientas de
asistencia de diagnostico, con el fin ayudar a los profesionales de salud a optimizar
la carga laboral, dado el volumen de imagenes que deben analizar, y reducir los
errores derivados del cansancio y agotamiento. Gracias a esta tecnologia, se estan
logrando resultados comparables con el diagnéstico médico tradicional en cuanto

a precision de deteccién y clasificacion [7].

Por lo tanto, la implementacidn de la |IA representa una solucion para abordar estas
problematicas, contribuyendo a la identificacién temprana de lesiones en cérvix.
Esto permitira un flujo de trabajo mas eficiente, reducira los tiempos de espera y
mejora la calidad del servicio. Asimismo, disminuira los errores asociados al
cansancio y agotamiento, ayudando al médico general y al ginecdlogo como una
segunda opinién en la identificacion de patologias, asi disminuyendo la subjetividad

del diagndstico visual.

Al presente, no se dispone de base de datos publicas en Ecuador de imagenes
médicas para realizar investigaciones. Por lo que, se propone utilizar una base de
datos publica internacional, que permita llevar la investigacion y, a futuro, aplicar
este modelo para realizar predicciones con imagenes de colposcopia de Ecuador.
Cabe indicar que esta base de datos, no contiene las mascaras binarias que
corresponde a las lesiones de cérvix. Por lo que, se crearan las mascaras binarias
con la capacitacion del médico especialista. Esta base no solo apoyaria la
investigacion en la identificacion de lesiones de cérvix, sino que facilitarian el

entrenamiento de modelos de IA.



1.3 Objetivos

1.3.1 Objetivo General

Desarrollar un algoritmo para la segmentacion automatica de lesiones de

cuello uterino a partir de imagenes de colposcopia usando redes neuronales

artificiales.

1.3.2 Objetivos Especificos

1.

Seleccionar una base de datos con imagenes de colposcopia que esté
debidamente avalada por un comité de ética de seres humanos.

El objetivo implica la busqueda y seleccion de un conjunto de imagenes
de colposcopia que contenga muestras representativas de lesiones de
cuello uterino, tales como lesiones precancerosas. La base de datos
seleccionada sea publica o privada debe cumplir con todos los
estandares éticos y legales establecidos para el uso de datos médicos.
Es crucial que las imagenes sean anonimizadas y que se haya obtenido
el consentimiento informado de los pacientes para su uso en

investigacion.

Colaborar con ginecdélogos y expertos en diagndstico de cancer de cuello
uterino para la construccion de las mascaras binarias.

La colaboracion con el médico especialista en diagnostico es esencial
para seleccionar las lesiones del cérvix y construir las imagenes de las
mascaras binarias, que indican la localizacion de dichas lesiones en las
imagenes de colposcopia. El especialista, con su experiencia, indicara
las caracteristicas a tener en cuenta al identificar las lesiones en el cérvix.
Las mascaras binarias seran utilizadas como el ground-truth para
entrenar el modelo, de modo que la red neuronal aprenda a identificar y

segmentar las lesiones en nuevas imagenes.



3. Entrenar redes neuronales artificiales para la segmentacion de lesiones
de cuello uterino en imagenes de colposcopia.
Este objetivo se enfoca en el desarrollo y entrenamiento del modelo de
red neuronal profunda U-Net para la segmentacion automatica de
lesiones en las imagenes de colposcopia. La segmentacién es el proceso
de dividir una imagen en diferentes regiones, en este caso, para
identificar areas sospechosas que contienen lesiones en el cuello uterino.
Se utiliza aprendizaje supervisado, en el que la red neuronal aprende a
reconocer patrones en las imagenes a partir de las mascaras binarias
previamente construidas. El entrenamiento requiere de imagenes de
colposcopia con sus respectivas mascaras binarias, el ajuste de los

hiperparametros y la validacién del modelo de segmentacion.

4. Implementar métricas para la evaluacion del rendimiento del modelo de
segmentacion en lesiones de cuello uterino.
Una vez entrenado el modelo, es necesario evaluar el rendimiento
utilizando métricas de segmentacion que permitan medir la precisién de
las predicciones realizadas por la red neuronal. Las métricas para evaluar
modelos de segmentacion incluyen la Interseccion Sobre Unién (loU, por
sus siglas en inglés) y el coeficiente de Dice, es la mas utilizada para
evaluar la segmentacién en imagenes. Estas métricas son fundamentales
para determinar la capacidad del modelo para segmentar lesiones en

imagenes de colposcopia.

1.4 Resultados esperados

Generar las mascaras binarias de la lesién de cancer de cuello uterino a partir
de la interpretacion de médicos especialistas.

A través de un proceso de segmentacidn manual realizado por el médico
especialista en imagenes de colposcopia, se generaran las mascaras binarias
que indiquen las regiones afectadas por lesiones precancerosas en el cuello
uterino. Estas mascaras binarias, que son representaciones en blanco y negro,

sirven como ground-truth para entrenar el modelo de red neuronal, ya que



contienen la informacion sobre la ubicacion y la extension de las lesiones. Este
proceso es crucial para proporcionar una base de datos para entrenar el modelo

de segmentacion.

Obtener una base de datos de imagenes de colposcopia que incluya la mascara
binaria para la segmentacioén automatica.

Una vez construidas las mascaras binarias, se recopilaran para crear una base
de datos de imagenes de colposcopia que incluya tanto las imagenes originales
como las mascaras binarias correspondientes a las lesiones del cérvix. Esta
base de datos servira para alimentar la red neuronal durante el entrenamiento
y validacion del modelo. La cantidad de imagenes disponibles seran
fundamental para que el modelo segmente las areas de las lesiones en las
imagenes no vistas durante el entrenamiento. Las imagenes deben ser
variadas, representando distintas lesiones, condiciones de iluminacion, angulos

de visidn y resolucion.

Automatizar la segmentacion de lesiones en imagenes de colposcopia usando
redes neuronales artificiales.

Esto se lograra entrenando un modelo basado en redes neuronales artificiales,
especificamente la arquitectura para segmentacion U-Net. Esta CNN es
adecuada para tareas de segmentacion biomédica debido a su capacidad para
trabajar con imagenes de alta resolucion y el disefio permite una segmentacién
precisa incluso con pocos datos. El modelo entrenado sera capaz de identificar
y segmentar de manera automatica las areas afectadas por lesiones de cuello

uterino en nuevas imagenes de colposcopia, lo que ahorrara tiempo al médico.

Establecer métricas de evaluacion para medir el desempefio del modelo U-Net
en imagenes de colposcopia.

Para evaluar la eficacia del modelo de segmentacién, se deben definir métricas
de rendimiento. Las métricas para este tipo de tarea son: La interseccion sobre
unién, mide la superposicion entre la mascara predicha por el modelo y la

mascara real, y el coeficiente Dice, que también mide la similitud entre las areas



segmentadas por el modelo y las areas reales de la lesion. Esta métrica es ideal

en imagenes biomédicas, ya que se enfoca en la calidad de la segmentacion.

1.5 Propuesta

En la Figura 1.2 se presenta la propuesta para el desarrollo del proyecto de

investigacion:

Base de datos

Seleccionar una base de datos publica y/o esté validada por un comité de
ética en investigacion con seres humanos. Para el proyecto de titulacion se
cuenta con una base de datos publica internacional de imagenes de
colposcopia. Cabe indicar que esta no contiene las mascaras binarias que
corresponden a las lesiones de cérvix.

Colaboracion con el médico

Mediante la capacitacion y colaboracion del médico, se procederan a
identificar las areas sospechosas que podrian ser lesiones precancerosas o
anormales.

Generacion de mascara binaria

En las imagenes de colposcopia se procedera con la seleccion de la region
de interés (ROI, por sus siglas en inglés) y la segmentacion de lesiones en
el cérvix. Para la construccidn de la mascara binaria se empleara una
herramienta informatica de tratamiento digital de imagen orientada a las
ciencias de la salud.

DB combinada (Base de datos)

El conjunto de datos consta de imagenes de colposcopia e imagenes de las
mascaras binarias que corresponde a las lesiones en el cérvix.

U-Net: entrenamiento y evaluacion

El entrenamiento y validacion del algoritmo se realizaran de manera local,
utilizando un equipo de cémputo con Unidad de Procesamiento Grafico
(GPU). Asimismo, se emplearan métricas de evaluacion para medir la
eficiencia del modelo de segmentacién empleado, tales como Interseccién

sobre unién (loU) o indice de Jaccard y el Coeficiente de Sorensen-Dice.
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Figura 1. 2 Propuesta

1.6 Marco Teodrico

1.6.1 Cancer de cuello uterino

El cancer de cuello uterino, también conocido como cancer cervical o de cérvix,
se caracteriza por la aparicion de células malignas en los tejidos que forman el
cuello del utero. Antes de desarrollarse en cancer, las células experimentan
alteraciones (displasia) que conducen a la formacion de células anormales. Con
el tiempo, las células anormales se transforman en cancerosas, se multiplican y
se expanden hacia zonas mas profundas del cuello uterino y las areas cercanas.
Este tipo de cancer suele ser causado por el Virus del Papiloma Humano (VPH),
una infeccion de transmision sexual comun que afecta a la zona genital. Segun la
Organizacion Mundial de la Salud (OMS), el 95% de los casos de cancer de cuello
uterino son causados por la infeccién VPH. Es importante senalar que las células
anormales pueden tardar entre 15 y 20 afios en transformarse en cancer. Sin

embargo, en mujeres con un sistema inmunitario debilitado, como en el caso de
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quienes no reciben tratamiento para el Virus de la Inmunodeficiencia Humana
(VIH), este proceso ocurre mas rapidamente, en un periodo de 5 a 10 afios.
Algunos factores para la progresion es el grado de ecogenicidad del tipo de VPH,
el estado del sistema inmunoldgico, la presencia de infecciones de transmisién
sexual, la cantidad de partos, el embarazo a una edad temprana, el uso de
anticonceptivos hormonales y el tabaquismo. Aunque la edad promedio de
diagnodstico es alrededor de los 50 anos, el cancer se detecta con mayor

frecuencia en mujeres entre 35 a 44 afos [8], [9], [10].

Anatomia

El cuello uterino es la porcién inferior y angosta del utero que enlaza la cavidad
uterina con la vagina. Esta estructura fibromuscular posee una longitud de 3 a 4
cm, un diametro de 2.5 cm y forma cilindrica o conica. La morfologia de este
organo experimenta variaciones en tamafo y forma influenciadas por la edad,
paridad y el ciclo menstrual. En el ambito reproductivo, cumple una doble funcién
esencial: sirve como via para el transporte de espermatozoides hacia el utero
durante la fertilizacion y actua como un mecanismo de defensa que previene la
entrada de agentes infecciosos al utero. Ademas, durante el parto la dilatacion del
cuello uterino es fundamental para facilitar el nacimiento del bebé [11], [12], [13].
En la Figura 1.3 se muestra las caracteristicas anatomicas del cuello uterino:
= Orificio interno: abertura que une el cérvix con la regidén superior del utero.
= Endocérvix: abertura del cuello uterino que lleva hasta el utero y cubierto de
epitelio cilindrico/columnar de color rojizo.
= Ectocérvix o exocérvix: seccion externa del cérvix, accesible a la
observacion directa durante un examen ginecolégico. Histoloégicamente,
presenta un recubrimiento de epitelio escamoso estratificado de color rosa.

= QOrificio externo: conexion entre el cérvix y la vagina.
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Figura 1. 3 Caracteristicas anatémicas del cuello uterino [11]

En la Figura 1.4 se presenta una vista anatomica del cérvix desde la perspectiva
del canal vaginal. Aqui es donde ocurren las lesiones precancerosas. En términos
generales, es la zona en la que el endocérvix se encuentra con el ectocérvix se
denomina unién escamoso-columnar (SCJ, por sus siglas en inglés). Esta area
esta conformada por células glandulares en forma de columna que producen
moco del endocérvix, asi como por células escamosas planas y delgadas del
ectocérvix. Esta union escamosa-columnar es la zona de transformacién, ya que
en ella se encuentran tanto la unién escamosa-columnar antigua como la nueva.
El epitelio escamoso metaplasico hace referencia al cambio natural del epitelio
cilindrico del endocérvix hacia un epitelio escamoso, que se forma a partir de las
células de reserva subcilindricas. La mayoria de los canceres cervicales se

desarrollan a partir de las células ubicadas en la zona de transformacion [14], [15].
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Figura 1. 4 Anatomia del cérvix visto desde el canal vaginal [14]



1.6.3 Precanceres

Las células de la zona de transformacién no adquieren caracteristicas cancerosas
de manera repentina, sino que, previamente, las células normales del cuello
uterino experimentan una serie de transformaciones anormales de manera
gradual, se conocen como cambios precancerosos. Estos cambios se son
designados con distintos términos, tales como Neoplasia Intraepitelial Cervical

(CIN), Lesion Intraepitelial Escamosa (SIL) y displasia [14], [16].

En la Figura 1.5, se puede identificar los grados que tiene la CIN. A partir del grado
Il de la lesion es importante que se someta a la paciente a una biopsia, dado que,
en estas etapas, es muy probable la presencia de cancer de cérvix y no solo la
lesion en tejido escamoso. Segun la anormalidad del cuello uterino el CIN se

clasifica en tres grados de acuerdo con la gravedad de las células [14], [16]:

1. CIN I: se denomina SIL de bajo grado o displasia leve y se clasifica como la
forma menos severa, dado que la presencia de tejido anormal es minima.
Generalmente se resuelve por si sola sin tratamiento. La lesidon se encuentra
solamente en el tejido del cérvix, afectando la zona de transformacion.

2. CIN II: Lesion de grado intermedio, con cambios celulares mas pronunciados,
que puede progresar a un cancer si no se trata.

3. CIN IlI: Lesion de alto grado, donde los cambios celulares son graves y tiene

una alta probabilidad de progresar a cancer cervical invasivo si no se trata.

El CIN [I/CIN Ill, conocidos también como lesiones intraepiteliales escamosas de
alto grado o displasias moderada/grave, presentan una mayor alteracién del tejido.
Estas lesiones representan la forma mas avanzada de precancer y conllevan un
alto riesgo de progresar a cancer. El diagnostico se dificulta dependiendo del tipo
de cérvix de la paciente, dado que esto genera que la zona de transformacion
presente una diferente ubicacion y dependiendo del tipo, la CIN puede generar

lesiones ocultas [14], [16].



Figura 1. 5 Tipos de CIN [14]

1.6.4 Antecedentes

A continuacion, se describen los antecedentes y factores vinculados al cancer de

cérvix:

El Virus del Papiloma Humano (VPH): La infeccion persistente por determinados
tipos del Virus del Papiloma Humano (VPH) constituye la causa principal del
cancer de cérvix. Es una Infeccion de Transmision Sexual (ITS) comun que afecta
las células del cuello uterino. Las infecciones por VPH, en su mayoria, no son
permanentes y el sistema inmune se encarga de combatirlas, pero en algunos
casos, el virus persiste y puede provocar cambios celulares que, con el tiempo,

pueden convertirse en cancer.

Historia clinica y factores de riesgo: Existen ciertos factores que incrementan

la posibilidad de desarrollar el cancer de cérvix:

» Infeccién por VPH: a infeccion persistente por VPH es la causa mas
importante.

» Edad: El diagnédstico de cancer de cérvix es comun en mujeres de entre 35 y
44 anos.

» Actividad sexual temprana y multiples parejas: las mujeres que inician su vida
sexual a una edad temprana o que han tenido varias parejas sexuales
presentan un mayor riesgo, ya que estan mas expuestas al VPH.

= Tabaquismo: El consumo de tabaco incrementa la probabilidad de padecer
cancer de cérvix, ya que debilita el sistema inmunologico y puede permitir que
las células infectadas por el VPH se conviertan en cancerosas.

» Sistema inmunoldgico débil: Las mujeres con sistemas inmunoldgicos

comprometidos, como las que viven con VIH/SIDA y las que toman
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medicamentos inmunosupresores presentan un riesgo incrementado de

desarrollar cancer cervical.

Deteccidn y diagnéstico: El Pap Test o prueba de Papanicolaou y la prueba del
VPH son las herramientas clave para el diagnéstico temprano del cancer de cérvix.
La prueba de Papanicolaou analiza las células del cuello uterino para identificar
posibles irregularidades, mientras que la prueba del VPH sirve para detectar los
tipos de virus que podrian provocar alteraciones celulares. Si se detectan células
anormales, es posible realizar pruebas adicionales (como una biopsia) utilizada

para evaluar la presencia de cancer o lesiones precancerosas.

Precancer y etapas tempranas: El cancer cervical suele progresar de forma
paulatina a partir de una condicidén precursora conocida como neoplasia cervical
intraepitelial, que es un aumento inusual y descontrolado de células en el cuello
uterino. Esta condicion no siempre progresa a cancer, y a menudo, si se detecta
a tiempo, se puede tratar con éxito antes de que se convierta en cancer CIN I, CIN
[I, CIN 111.

Técnicas de imagenologia

Métodos utilizados para capturar imagenes del interior del cuerpo humano con
fines diagnosticos o investigacion médica. Estas técnicas permiten a los
profesionales de la salud visualizar estructuras internas sin necesidad de
procedimientos invasivos. Las imagenes obtenidas se emplean para detectar
enfermedades, identificar lesiones, planificar tratamientos y monitorear la

evolucion de una afeccion.

1.6.5.1 Colposcopia

Examen médico empleado para observar detalladamente el cuello uterino, la
vagina y la vulva con el fin de detectar signos de enfermedades o alteraciones,
como infecciones o cambios celulares que puedan indicar un riesgo de cancer.
Este procedimiento generalmente lo realiza un ginecdlogo o un médico
especialista y se emplea con frecuencia cuando los resultados del examen de

Papanicolau (Pap) son anormales o cuando la paciente presenta sintomas como



sangrados anormales o lesiones visibles [14], [17]. Tiene la finalidad de
identificar anormalidades tales como lesiones intraepiteliales escamosas de alto

grado (HSIL, por sus siglas en inglés), CIN entre otras.

Colposcoplo

Vagin,
.\ Rayo de luz

Esp/e;:ulo
Figura 1. 6 Procedimiento de colposcopia [17]

En la Figura 1.6 se tiene el procedimiento de la colposcopia, el cual consiste en:
1. Se coloca en una mesa ginecolégica, adoptando la posicion tipica de un
examen pélvico (posicidn en litotomia). Luego, se inserta un espéculo en la
vagina para separar las paredes vaginales y permitir una visualizacién clara
del cuello uterino [14].
2. El colposcopio es un microscopio de luz brillante que se ubica a unos 30-40
cm de la vulva, sin hacer contacto directo con la paciente. El médico examina
el cuello uterino a través del ocular del colposcopio para detectar posibles
anomalias visibles, como alteraciones en el color, la textura o la
vascularizacion del cuello uterino [14].
3. Para mejorar la visibilidad de las posibles lesiones, se aplican soluciones
sobre el cuello uterino, estas son:
= Acido acético: Se aplica sobre el cuello uterino y se espera unos minutos.
La sustancia hace que las areas anormales se pongan blancas (signo de
lesiones precoces o displasia).

= Yodo (solucion de Lugol): Tife las células normales de color marrén. Las
células anormales no absorben el yodo y permanecen palidas o no se
tinen, lo que ayuda a identificar areas de preocupacion.

4. Retiro del espéculo.



1.6.5.2 Biopsia
Técnica médica que consiste en obtener una pequefia porcion de tejido del cuello
uterino (cérvix) con el propdsito de realizar un analisis de laboratorio. Este
método es fundamental para verificar la presencia de células anormales en la
muestra. La realizacion de la biopsia es crucial para establecer un diagndstico
certero y, a partir de los hallazgos, orientar el tratamiento mas adecuado. Se
realiza cuando se han detectado células anormales en estudios previos, como
una citologia (Papanicolaou) o una colposcopia. Su objetivo es confirmar si
dichas células anormales son cancerosas, lo cual es crucial para identificar el
tipo y el alcance de las lesiones, y asi definir el prondstico y las opciones

terapéuticas para la paciente [18].

1.6.5.3 Estudios por imagenes
Se utilizan para evaluar la extension del cancer, es decir, si ha invadido otros
organos o estructuras cercanas. Las técnicas mas comunes incluyen:
Ultrasonido transvaginal: Método mas usados para examinar el cérvix y
organos adyacentes, como el utero, los ovarios y la vejiga. Puede detectar
anomalias, masas o modificaciones en el tamano y la morfologia del cuello
uterino [19].
Tomografia Computarizada (TC): Es una técnica de imagen que utiliza rayos
X para generar representaciones detalladas del interior del cuerpo. Para
determinar la extensién del cancer cervical (si se ha diseminado a otras zonas
como los ganglios linfaticos, los huesos o los pulmones) y es util en estadios mas
avanzados para evaluar metastasis [20].
Resonancia Magnética (RM): Obtiene imagenes precisas de los tejidos blandos
y se utiliza para evaluar la invasion del cancer en el utero, la vagina y los 6rganos

cercanos [21].

1.6.6 Segmentacion de imagen médica

Tiene un rol importante en el ambito de la salud, ya que permite extraer
informacion valiosa para el diagndstico de forma semiautomatica o automatica, y

facilitar el seguimiento de diversas patologias [22]. El propdsito de la



segmentacion es la separacion y detecciéon de la ROl de la imagen, esto
dependera del problema a resolver, por ejemplo, el caso de lesiones en cérvix se
obtendria informacion como la textura, intensidad de color, forma, bordes, etc.
[23].

La segmentacion es un procedimiento mediante el cual se divide una imagen en
distintas regiones u objetos de interés. En este proceso, a cada pixel se le asigna
una etiqueta o categoria que indica la regién a la que pertenece. Los pixeles que
comparten la misma etiqueta presentan caracteristicas similares entre si, que

pueden ser el nivel gris, brillo, color, textura, contraste, etc. [24].

Las técnicas de segmentacion en imagenes se utilizan para localizar 6rganos,
tejidos, tumores o lesiones asociadas a diversas patologias. Al identificar una
lesion, se obtiene informacion relevante para el analisis de la region segmentada.
Estas técnicas se aplican a imagenes obtenidas mediante distintas tecnologias,
como colposcopia, mamografia, ultrasonido, resonancia magnética, Tomografia
por Emision de Positrones (PET, por sus siglas en inglés), las cuales suelen
requerir preprocesamiento o mejoras de calidad de la imagen médica. Al trabajar
con imagenes médicas, se enfrentan diversos desafios, como la presencia de
artefactos, baja resolucion, volumenes parciales, movimientos y ruido en la

imagen [24].

En la Figura 1.7, se muestra la segmentacion de lesion de cuello uterino (cérvix),
donde a) es el cérvix y b) la mascara binaria que corresponde la lesion (color
blanco) y no lesion (color negro). Por ende, el resultado de llevar la segmentacién
en la imagen médica es una nueva imagen donde se identifica la lesion de la
patologia conocida como mascara. Es decir, en cada pixel tiene establecido un
color segun la categoria o etiqueta asignada. Generalmente en segmentacion de
imagenes médicas se establece 2 categorias; lesion de color blanco y no lesidn
color negro. Para obtener una segmentacion automatica se utiliza técnicas de
aprendizaje profundo de inteligencia artificial mediante del uso de redes

neuronales artificiales.
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b)

Figura 1. 7 Segmentacion: a) imagen del cérvix, b) mascara binaria

Técnicas de segmentacion

Umbralizacién: establece umbrales de intensidad y clasifica los pixeles
segun el nivel de umbral al que corresponden [25]. Es decir, se analiza la
imagen y se determina la regién a segmentar utilizando el umbral 6ptimo,
el cual se define a partir del histograma de la imagen. El histograma
representa graficamente como se distribuyen las diferentes intensidades de
pixeles en la imagen [26].

Deteccidn de bordes: consisten en detectar las posiciones que se hallan en
los bordes de las imagenes. El borde es la frontera entre dos regiones de
la imagen que poseen distintas intensidades de color o niveles de gris [27].
Estos cambios marcan la separacion entre diferentes regiones de la
imagen, y permiten delimitar los contornos de los elementos presentes. A
partir de estos bordes, es posible definir regiones cerradas que representan
los objetos segmentados dentro de la imagen [24].

Agrupamiento: reconocer y agrupar muestras de pixeles de la imagen,
estos grupos de pixeles se los conoce como clusteres. El agrupamiento
involucra dividir el area de la imagen en regiones de caracteristicas
similares [28]. Esta separacion de grupos de pixeles pertenece a un
espacio caracteristico derivado de la imagen. Este espacio caracteristico,
es un conjunto de caracteristicas que corresponde a funciones, bien sea

de la imagen o provistas por el usuario [26].

Asistencia en la segmentacion

La asistencia en la segmentacion en imagenes meédicas, tiene un rol

importante en los Sistemas de Diagnostico Asistido por Computador (CAD,



por sus siglas en inglés). El sistema CAD, es una herramienta auxiliar que
facilita a los radiélogos a tomar decisiones de diagndstico ante anomalias
presentes en la imagen médica. Se utiliza, en el diagnéstico de cancer de
mama, cancer de pulmon, enfermedad de las arterias, defectos cardiacos,
deteccidn patologia del cerebro, etc. En general, se limita a marcar areas
posibles, donde puede existir una lesién o anomalias. Siendo el responsable
el radidlogo de delimitar el area de la lesion para que pueda ser
caracterizada y diagnosticada [29]. El sistema CAD consta de varias etapas:
= Preprocesammiento: reduccién de artefactos de fondo, eliminacion de
ruido y mejorar la calidad de imagen.
= Segmentacién: localizar y buscar regiones sospechosas que poseen
anormalidad como tejido, lesiones, masas, etc.
= Extraccion de caracteristicas: la regidon segmentada es analizada en
busca de caracteristicas sospechosas como textura, intensidad,
tamano, ubicacion, borde, etc.
= C(Clasificacion: se clasifican las regiones sospechosas utilizando las

caracteristicas de la etapa anterior.
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Herramientas de asistencia en segmentacién

La segmentacion de imagenes médicas es una tarea importante en el
procesamiento de imagenes biomédicas, ya que permite la identificacién y
delimitacion precisa de estructuras anatomicas y regiones de interés. En las ultimas
décadas, se han desarrollado diversas herramientas de software que permiten

asistir este proceso, facilitando tanto el trabajo clinico como la investigacion.
211 3D Slicer

Una plataforma de software libre y de codigo abierto disefiada para el
analisis y visualizacion de imagenes médicas. Permite realizar
segmentacion, registro, reconstruccion 3D, analisis cuantitativo vy
visualizacion interactiva. Su arquitectura modular y su compatibilidad con
multiples formatos de imagen médica (como DICOM, NIfTI, entre otros) lo
hacen una herramienta versatil tanto en investigacién como en entornos

clinicos [30].

Una de las principales fortalezas de 3D Slicer es la posibilidad de integrar
algoritmos avanzados de segmentacion basados en inteligencia artificial,
aprendizaje profundo o métodos tradicionales como crecimientos de
regiones, umbralizacion y métodos basados en contornos activos. Ademas,
permite la personalizacion a través de scripts en Python y la integracion de

modulos externos [30].

Caracteristicas:
= Soporte multiplataforma (Windows, macOS, Linux).
» |Interfaz grafica intuitiva y altamente configurable.
» Repositorio extensivo de modulos desarrollados por la comunidad.

= Amplio soporte para imagenes volumétricas y reconstruccion 3D.
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21.3

ITK-SNAP

Aplicacion de software gratuita de cddigo abierto y multiplataforma que se
utiliza para segmentar estructuras en imagenes biomédicas 3D y 4D. Fue
desarrollada originalmente en la Universidad de Carolina del Norte. Esta
herramienta proporciona segmentacion semiautomatica mediante métodos
de contorno activo, asi como delineaciéon manual y navegacion por imagenes
[31].

ITK-SNAP se centra especificamente en la segmentacién, lo hace mas ligero
y facil de utilizar para tareas concretas. Es particular en estudios donde se
requiere una intervencidn manual minima pero precisa, como en la

segmentacion de tumores, ventriculos cerebrales y lesiones focales [31].

Caracteristicas:

» Acceso a algoritmos avanzados a través del servicio de segmentacion
distribuida.

= Visualizacion en 3D y en cortes ortogonales (axial, coronal, sagital).

» Una interfaz grafica de usuario moderna basada en Qt6.

= Compatibilidad con imagenes en color, multicanal y 3D+tiempo.

= Soporte para visualizacion simultanea y vinculada, y segmentacion de
multiples imagenes.

» Capacidades de registro de imagenes manuales y automaticas.

ImageJ - Fiji

Imaged es un software de procesamiento de imagenes ampliamente utilizado
en la ciencia y la investigacién. Originalmente desarrollado por Wayne
Rasband en el National Institutes of Health (NIH, por sus siglas en inglés) en
los Estados Unidos, ImageJ se ha convertido en una herramienta
fundamental para la visualizacion, el analisis y la manipulacion de imagenes
cientificas. Es una aplicacion de cédigo abierto, lo que permite a los usuarios

modificar y personalizar el software segun sus necesidades. ImagedJ soporta



una amplia gama de formatos de imagenes y proporciona una extensa
coleccion de herramientas y funciones para el procesamiento de imagenes,
como la medicion de areas, la filtracion, la segmentacién y la creacion de
imagenes en 3D. Ademas, su capacidad para integrar macros y plugins le
otorga una gran flexibilidad y extensibilidad, lo que lo convierte en una opcién
popular entre los cientificos de diversas disciplinas, como la biologia, la

medicina y la fisica [32].

Fiji una distribucién de ImagedJ que incluye una serie de complementos
(plugins) y bibliotecas adicionales para facilitar el analisis de imagenes
cientificas de manera mas eficiente. Aunque Fiji se basa en ImageJ, su
principal ventaja radica en la integracion de una gran cantidad de
herramientas preinstaladas, lo que elimina la necesidad de que los usuarios
descarguen e instalen complementos por separado. Esto convierte a Fiji en
una opcidn mas accesible para quienes necesitan un entorno listo para usar
sin complicaciones. Ademas, incluye mejoras en la interfaz de usuario y
proporciona soporte optimizado para trabajos de analisis en imagenes
volumétricas y series de imagenes. La compatibilidad con sistemas
operativos como Windows, macOS, Linux y su enfoque en la comunidad de
codigo abierto le otorgan una gran flexibilidad para ser utilizado en entornos

de investigacion colaborativos [33].

2.2 Algoritmos de segmentacion: Aprendizaje Automatico (ML)

Los algoritmos de segmentacion basados en Aprendizaje Automatico permiten
dividir conjuntos de datos en grupos con caracteristicas similares de forma
automatica y eficiente. Entre los métodos mas utilizados se encuentran K-means,
Random Forest y Maquinas de Soporte Vectorial (SVM). Estos algoritmos pueden
aplicarse tanto en tareas supervisadas como no supervisadas, dependiendo del tipo
y disponibilidad de datos. Su uso se ha extendido en areas como la visién por
computadora y la medicina. Gracias a la capacidad de adaptacion y aprendizaje, el

ML ha superado a muchos enfoques tradicionales en precision y escalabilidad.



2.2.1 K-means

El articulo de Bai et al. [34], se utiliza el algoritmo k-means para segmentar
la imagen colposcopica transformada al espacio de color HSV,
especificamente para extraer la componente V, que es la que contiene la
mayor informacion clinica sobre la region cervical. En este proceso, los
pixeles de la imagen se dividen en K centros de agrupamiento, y luego se
calcula la distancia de cada muestra a los centros de los grupos, asignando
cada muestra al centro de grupo mas cercano. Este enfoque permite separar
las distintas areas de la imagen, como la region cervical, la zona extra-
cervical y la region del endoscopio, facilitando asi la segmentacion precisa

de la region de interés [34].

Para llevar a cabo esta segmentacion, se siguen varios pasos. Primero, se
seleccionan aleatoriamente K centros de agrupamiento en el espacio HSV.
Luego, cada punto de la imagen se asigna al centro de agrupamiento mas
cercano, lo que se calcula mediante una férmula de distancia.
Posteriormente, los centros de agrupamiento se actualizan, y el proceso de
asignacion se repite iterativamente hasta que los centros ya no cambian,
indicando que se ha alcanzado la convergencia. Con este procedimiento, se
obtienen tres regiones principales: la zona cervical, la region externa del

cuello uterino y la zona del endoscopio [34].

Una vez realizada la segmentacion utilizando K-means, se aplica un filtro de
area para suavizar los bordes de la region cervical. Este filtro elimina las
pequenas regiones conectadas que no corresponden a la zona cervical,
asegurando que solo se mantenga la parte relevante de la imagen para el
analisis. El filtro también ayuda a preservar las caracteristicas detalladas de
la imagen, mientras suprime el ruido, lo que mejora la precision de la
segmentacion y facilita la evaluacion clinica. Este enfoque ha demostrado
ser efectivo para identificar y segmentar de manera precisa la region

cervical, incluso en imagenes con detalles complejo [34].



2.2.2 Random Forests (RF)

El articulo de Yao & Li [35], este estudio se propone un método mejorado
para el reconocimiento de cambios citopaticos cervicales, utilizando el
algoritmo Random Forest (RF, por sus siglas en inglés) enfocado en el
reconocimiento de caracteristicas locales de las lesiones. Para optimizar el
tiempo de ejecucion del algoritmo, se aplicd una simplificacion en la
seleccién de caracteristicas, contribuyo la precisidon de identificacion.
Ademas, se empled una seleccion equilibrada de arboles de decision para
fortalecer la robustez del modelo. La efectividad del método fue validada

mediante simulaciones que mostraron mejoras significativas [35].

El algoritmo Random Forest se construye a partir de multiples arboles de
decision generados mediante el método de muestreo Bootstrap. A partir del
conjunto de entrenamiento, se extraen aleatoriamente multiples
subconjuntos de datos, y para cada uno de ellos se selecciona un
subconjunto de caracteristicas de manera aleatoria. En cada nodo de un
arbol, se elige la mejor caracteristica para dividir, utilizando criterios como la
ganancia de informacion. La clasificacion final se realiza mediante votacion
mayoritaria entre todos los arboles, lo que permite una toma de decision mas

precisa y reduce la posibilidad de sobreajuste [35].

Para comprobar la eficacia del modelo, se utilizaron 280 imagenes TCT de
células cervicales obtenidas de un hospital, divididas entre células normales
y células con lesiones. El algoritmo fue implementado en un entorno Matlab,
alcanzando una sensibilidad del 93.5% en la identificacion de lesiones. Los
resultados indican que el modelo RF no solo es factible y practico, sino que
también mejora la precision en el reconocimiento de enfermedades

cervicales, superando incluso a meétodos tradicionales [35].



2.2.3 Maquinas de Soporte Vectorial (SVM)

El articulo de Artan & Huang [36], Maquinas de Soporte Vectorial (SVM, por
sus siglas en inglés) es un método de clasificacién utilizado con frecuencia
en aplicaciones de procesamiento de imagenes y reconocimiento de
patrones. El objetivo de SVM es construir un hiperplano de decision que
separe las diferentes clases con el margen maximo, es decir, la distancia
maxima entre el hiperplano de decisién y el punto mas cercano a este. Este
hiperplano de decisidn se obtiene mediante la resolucién de un problema de
programacion cuadratica convexa. Para aplicaciones de clasificacion, se
utiliza la formulacion C-SVM original, donde el parametro C controla el
sobreajuste. Sin embargo, en ciertas aplicaciones, la penalizacién del error
es desigual entre las clases, lo que da lugar a la propuesta de un SVM
ponderado, el 2C-SVM, donde se asignan diferentes costos a los errores de

clasificacion de una clase mas importante que la otra [36].

En aplicaciones de clasificacion donde el costo de etiquetar errbneamente
una muestra de una clase de region acetoblanca (AW, por sus siglas en
inglés) es mayor que el de cometer un error con la clase region de cuello
uterino (CE, por sus siglas en inglés), se propone el uso de un SVM sensible
al costo. Este enfoque se aplica en la segmentacion de imagenes del cérvix
para clasificar las regiones de tejido como AW o CE. Para optimizar el
rendimiento de clasificacién, se utiliza un sistema de clasificadores multiples
basado en SVM sensible al costo. Este método ha demostrado buenos
resultados en un conjunto reducido de imagenes, donde cada imagen aporta
cientos de muestras de pixeles AW y CE. Durante la fase de entrenamiento,
se determinan los mejores parametros para cada clasificador y se aplican

durante la prueba a las imagenes nuevas [306].

El uso de un SVM sensible al costo ha mostrado ser ventajoso en la
segmentacion de lesiones en imagenes del cérvix. Al emplear este enfoque,
se realiza una busqueda de parametros en una malla regular para minimizar

la tasa de falsos positivos y maximizar la tasa de verdaderos positivos. Cada



clasificador 2v-SVM proporciona una segmentacion de la imagen, y estas
segmentaciones se combinan utilizando el algoritmo STAPLE maneja
informacion de verosimilitud iterativa sobre pixeles individuales para estimar
la segmentacién verdadera oculta de las areas afectadas (AW) de una
imagen de prueba dada. Los resultados obtenidos con esta técnica son
prometedores, y el sistema esta siendo optimizado mediante la seleccion
dinamica de clasificadores, lo que permite elegir los clasificadores mas

adecuados para cada imagen de prueba [36].

2.3 Algoritmos de segmentacion: Aprendizaje Profundo (DL)

El Aprendizaje Profundo (Deep Learning) ha revolucionado los algoritmos de
segmentacién al permitir el analisis de datos complejos con un alto nivel de
precision. Modelos como las redes neuronales convolucionales, U-Net y DeeplLab
son ampliamente utilizados para tareas de segmentacion, especialmente en el
procesamiento de imagenes. Estos algoritmos pueden aprender representaciones
jerarquicas de los datos, lo que mejora significativamente la deteccidén de patrones
sutiles y detallados. Su aplicacion ha demostrado resultados sobresalientes en
campos como la medicina. A pesar de requerir grandes volumenes de datos y poder
computacional, el DL se posiciona como una de las técnicas mas efectivas en

segmentacion avanzada.
2.3.1 Mask R-CNN

El articulo de Saranya & Sujatha [37], propone un sistema de deteccion de
cancer de cuello uterino mediante la aplicacion del modelo Mask R-CNN,
una arquitectura de aprendizaje profundo en la deteccién de objetos y
segmentacion por instancia. Se adapta para analizar imagenes de
colposcopia, permitiendo no solo identificar la presencia de lesiones
cervicales, sino también delinear sus contornos. El modelo, preentrenado
con el conjunto de datos COCO, es ajustado con imagenes etiquetadas de
colposcopia para aprender las caracteristicas de las lesiones cervicales.

Esta adaptacion permite al sistema detectar las lesiones precancerosas
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como cancerosas, facilitando el analisis detallado y automatizado que puede

complementar el diagndstico clinico tradicional [37].

La arquitectura Mask R-CNN se basa en una red convolucional profunda que
extrae caracteristicas relevantes de las imagenes. Utiliza una red de
propuestas de regiones para identificar areas que podrian contener lesiones,
las cuales son posteriormente refinadas mediante capas adicionales que
predicen tanto la clase (lesibn 0 no) como una mascara binaria que
segmenta la region afectada. Este enfoque permite manejar imagenes con
diferentes calidades, resoluciones y variabilidad en las condiciones de
iluminacion o estructura del tejido, es comun en imagenes clinicas reales. Al
generar una mascara de segmentacion para cada region de interés, se
proporciona una representacion visual clara de las zonas sospechosas, lo

que resulta de gran utilidad para el personal médico [37].

El modelo se optimiza mediante Adam que ajusta las tasas de aprendizaje
para mejorar la convergencia y estabilidad durante la fase de entrenamiento.
La combinacion entre la arquitectura Mask R-CNN y la optimizacion de Adam
permite el desarrollo del sistema robusto, capaz de distinguir entre células
sanas y cancerosas. El modelo se evalua con métricas como precision,
sensibilidad, especificidad, y se integra en una plataforma que permite a los
profesionales de la salud cargar imagenes y recibir analisis automaticos en
tiempo real. De este modo, ofrecen una herramienta eficiente para apoyar el

diagnostico temprano del cancer de cérvix [37].

DeepLab V3

En Chun Li et al. [38], evalué un estudio de la eficacia del modelo DeepLab
V3 para la segmentacion automatica de tumores cervicales a partir de
imagenes de resonancia magnética. La red emple6 Xception como
arquitectura base e implementd un proceso de normalizacion de las

intensidades de imagen, técnicas de aumento de datos para fortalecer el
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modelo. En total, fue entrenado con mas de 10 mil imagenes derivadas de

256 pacientes con cancer uterino [38].

Este modelo fue aplicado a un conjunto de datos especifico del cérvix
compuesto por 144 pacientes. Se desarrollaron tres enfoques para evaluar
su rendimiento: un modelo exclusivo del utero entrenado desde cero, un
modelo de transferencia de aprendizaje que reutilizaba el modelo cervical
preentrenado, y un modelo agregado que combinaba datos uterinos y
cervicales para evaluar su capacidad de generalizacion. Para el modelo de
transferencia de aprendizaje, se exploraron diferentes niveles de
congelamiento y ajuste de capas, evaluaron como la reutilizacion de
caracteristicas extraidas previamente influia en la precision del modelo al

segmentar lesiones cervicales [38].

Los resultados de la segmentacion se evaluaron mediante el coeficiente de
similitud Dice, teniendo una alta concordancia entre las segmentaciones
automaticas y las manuales realizadas por especialistas. Asimismo, para
validar la utilidad clinica de los modelos, extrajeron caracteristicas
radiomicas de los ROIs predichos y compararon con las obtenidas
manualmente, teniendo consistencia entre ambos enfoques. Esto respaldo
la efectividad de DeepLab V3 como una herramienta precisa y confiable para

la segmentacion automatica de lesiones del cérvix [38].

Redes Neuronales Generativas (GANs)

El articulo de Huang et al. [39], la segmentacion de células cervicales en
imagenes de smear es un paso crucial para la deteccién temprana del cancer
de cérvix. Esta tarea presenta grandes desafios debido al bajo contraste, la
variabilidad morfoldgica de las células y la superposicion entre ellas. Para
abordar este problema propusieron un enfoque basado en redes generativas
adversariales denominado Cell-GAN, que segmenta células individuales
incluso en imagenes densamente pobladas. La red aprende la distribucion

de probabilidad de la morfologia celular mediante la comparacién entre



imagenes generadas y anotadas manualmente, permitiendo identificar la
estructura completa de una célula y descartar informaciéon no relevante,

como células superpuestas o ruido [39].

El modelo Cell-GAN se basa en la arquitectura DCGAN y esta disefiada
como un autoencoder, donde el codificador utiliza médulos Inception y el
decodificador emplea capas de deconvolucion mas simples. El sistema
recibe como entrada una imagen con multiples células y un factor guia el
nucleo, que actua como referencia para localizar y segmentar unicamente la
célula de interés. A través de una fusion aditiva de caracteristicas, enfatizan
las regiones relevantes del nucleo, evitando la generacion de imagenes con
multiples células. Durante el posprocesamiento, aplican un umbral binario
alto y eliminan contornos irrelevantes para refinar los resultados, asegurando

que la imagen final contenga una unica célula segmentada [39].

Los resultados muestran que logran una segmentacion precisa tanto en
imagenes de células individuales como en aquellas con superposicion.
Alcanzaron valores de 94.3% en el coeficiente Dice y 7.9% de falsos
negativos en imagenes individuales, y 89.9% Dice y 6.4% falsos negativos
en imagenes con células superpuestas. Las métricas demuestran la eficacia
del modelo para adaptarse a distintas condiciones morfoldgicas y
posicionando al modelo como una alternativa para la segmentacion

automatica en contextos clinicos [39].



CAPITULO 3

3. METODOLOGIA

La metodologia se presenta en la Figura 3.1, esta consista en:

Base de datos (DB): se utilizé un conjunto de imagenes de colposcopia de
la plataforma web Kaggle y se tomdé 200 imagenes para realizar la
investigaciéon. Esta DB no tiene las mascaras binarias que corresponde a las
lesiones del cérvix.

Preprocesamiento: se seleccioné el cérvix como la ROl en las imagenes de
colposcopia.

Segmentacién manual: se procedié con la seleccion, delimitacion de las
lesiones del cérvix en las imagenes con colaboracién y capacitacién del
meédico especialista. Posterior, se genero la mascara binaria donde estara la

lesion del cérvix.

Se realizd6 un estandarizado de [256x256] pixeles en las imagenes de

colposcopia y mascaras binarias, debido a que hay variedad en tamafo en las

imagenes.

Aumento de datos: para aumentar el conjunto de datos se utilizé 4 rotaciones
para cada imagen de colposcopia y mascara binaria.

Segmentacion automatica: se utilizo6 U-Net para segmentar las imagenes de
colposcopia del conjunto de imagenes de validacion.

Prediccién: con el algoritmo entrando se procedidé con la prediccion de la
mascara binaria donde estara la lesion del cérvix y se evalud el rendimiento
del modelo con métricas para segmentacion: Interseccion sobre Unién (loU)

y el coeficiente de Dice.

41
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Figura 3. 1 Metodologia: segmentacion de lesiones en imagen de colposcopia

Base de datos

Se utilizé una Base de Datos (DB) internacional de la plataforma web Kaggle con
el nombre Intel & MobileODT Cervical Cancer Screening. Esta DB contiene archivos
con imagenes de colposcopia: conjunto para entrenamiento de 1482 imagenes;
conjunto para test de 512 imagenes. Adicional, hay archivos de imagenes con lo
siguiente: conjunto de test_stg2 de 3506 y un conjunto de imagenes adicionales de
6734 imagenes, sobre este conjunto menciona que son imagenes de pacientes
duplicados, mismas que pueden parecer similares, son tomadas en la misma sesion

y otras son casos que no se han seleccionado debido a la calidad de la imagen [40].

Para llevar la investigacion se seleccioné el archivo de imagenes de colposcopia
de entrenamiento tienen formato JPG (en ingles Joint Photographic Experts Group)
con dimensiones aproximada [4000x3000] pixeles. El tamafio de las imagenes
varia, algunas imagenes son borrosas con ruido que no se observan las patologias.
Cabe indicar que la DB no contiene las mascaras binarias que corresponde a la
identificacién de la lesién en el cérvix. Por ende, el conjunto de imagenes de
colposcopia que se utilizd son 200 y se generdé 200 mascaras binarias que
corresponden a la lesion del cérvix que se utilizé para el entrenamiento y validacion

del modelo.
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3.1.2

Extraccion manual del ROI

Para la extraccion manual de la region de interés (ROI, por sus siglas en
inglés) se utilizé Imaged con distribucién Fiji (ver Figura 3.2). Un software
informatico de tratamiento digital de imagen orientada a las ciencias de la
salud, desarrollado en los Institutos Nacionales de Salud de Estados Unidos.
Esta herramienta cuenta con opciones para seleccionar, editar, procesar,
analizar imagenes, etc. [32]. Con fiji se procedi6 a seleccionar y extraer la

ROI para este caso el cérvix en las 200 imagenes de colposcopia.

(Fiji Is Just) Image) - O X
File Edit Image Process Analyze Plugins Window Help
B O|c|o| A4\ A||@|] wfsju]p]s]a] |»

L
Pencil Tool

Figura 3. 2 Software ImageJ con distribucién Fiji [32]

Mascara binaria

Se utilizé la herramienta de Fiji para generar la mascara binaria. A partir de
la ROI del cérvix, se escogié una opcién para delimitar la segmentacion de
la lesidn en el cérvix para esto se empled la seleccion de poligono ubicado

en la parte izquierda de la herramienta.

El criterio que se considerd con la colaboracion y capacitacién del médico
especialista fue fundamental para la segmentacion manual e identificacion
de las lesiones en el cuello uterino en imagen de colposcopia (ver Figura 3.3
literal a) es observar la zona del ectocérvix la presencia blanquecina manto
superpuesto y tipo coliflor en la zona debido a la aplicacidén de la sustancia
acido aceético que permite observar las posibles lesiones, ya que esta zona

es de color rosa antes de aplicar la sustancia.

Una vez identificada la lesidn, se utilizd la opcion de créate mask para
generar la mascara binaria correspondiente. Estas serviran como ground-

truth para entrenar y validar el modelo de segmentacion. En la Figura 3.3, se



muestra o mencionado y este proceso se realiz6 para cada una de las

respectivas imagenes de colposcopia del presente trabajo.

s mEage

b)

Figura 3. 3 a) Seleccion de lesién en cérvix, b) Generacidon de mascara binaria (lesion)

3.1.3 Aumento de datos

Antes de realizar el aumento de datos se procedié a redimensionar al
tamano [256x256] pixeles tanto para las ROI del cérvix con las macaras
binaria de la lesidon. Con el objetivo que el conjunto de imagenes sea de un
mismo tamafno. Posterior, para realizar el aumento de datos se utilizd
rotacién en 4 giros para cada una de ROl y mascara binaria, como se
muestra en la Figura 3.4. Por ende, el conjunto final de datos es de 800

imagenes.

Figura 3. 4 Rotacion imagenes

3.2 U-Net

Una arquitectura de red completamente convolucional, reconocida por su estructura
simétrica en forma de U, y compuesta por 23 capas convolucionales. Fue propuesta
en 2015 por Olaf Ronneberger, Philipp Fischer y Thomas Brox con el objetivo de
realizar segmentacion de imagenes biomédicas. Esta red tiene la capacidad de ser

entrenada de manera eficiente incluso con un numero reducido de imagenes [41].



La arquitectura no tiene ningun tipo de limitaciéon de uso exclusivo a la medicina,

también, es aplicable a diferentes tipos de problemas de segmentacion.

La red U-Net se basa en aplicar convoluciones a la imagen de entrada para
comprimir la informacion y extraer caracteristicas, lo que se conoce como la ruta
de contraccion. Posteriormente, se genera la nueva imagen utilizando las
caracteristicas aprendidas en esta fase, en un proceso denominado ruta expansiva.
Durante este proceso, se emplean deconvoluciones, que son operaciones inversas
a las convoluciones, y que usan los filtros previamente aprendidos para restaurar

la imagen comprimida [42].

3.2.1 Red neuronal artificial

Es un modelo computacional que toma como referencia el funcionamiento
del cerebro humano, orientado al reconocimiento de patrones y al
aprendizaje a partir de datos. Esta formado por una estructura de neuronas
en distintas capas: una capa inicial de entrada, una o varias capas
intermedias denominadas ocultas, y una capa final de salida. Cada neurona
recibe senales de entrada, las transforma mediante una funcién matematica
y luego envia el resultado a las neuronas de la siguiente capa [43]. Este tipo

de red es utilizado en tareas de segmentacion, clasificacion, entre otros.

En la Figura 3.5, se presenta la arquitectura U-Net modificada con 41 capas
convolucionales que consiste en una ruta de contraccion (parte codificador)
y una ruta expansiva (parte decodificador). El recuadro azul corresponde a
un mapa de caracteristicas, con la cantidad de canales indicada en la parte
superior del mismo. El tamafo(x,y) se especifican en la esquina inferior
izquierda (caja azul). Los recuadros blancos representan mapas de
caracteristicas duplicados, mientras que las flechas sefalan las distintas

operaciones realizadas [41], [42].

La ruta de contraccién, se basa en la aplicacion repetida de cuatro

convoluciones con filtros de tamafio 3x3, seguidas por la activacion RelLU



Input image

(unidad lineal rectificada), y una capa de agrupamiento mediante max-
pooling 2x2. Esta ultima se encarga de reducir a la mitad la resolucién
espacial del mapa de caracteristicas. Con cada reduccién en la resolucion,
es decir, al descender un nivel en la red se duplica la cantidad de canales
en las capas convolucionales, comenzando con 128 y aumentando
progresivamente a 256, 512, hasta alcanzar los 2048. Esta etapa tiene como
finalidad principal capturar el contexto global de la imagen para facilitar el

proceso de segmentacién [41], [42].

La ruta de expansion, consiste en realizar una deconvolucion o convolucion
transpuesta (up-convolution), para la deconvolucion se hace uso de un
upsampling seguido de una convolucidon de tamafo 2x2; el upsampling
duplica las dimensiones del mapa de caracteristicas, mientras que la
convolucién reduce a la mitad la cantidad de canales. Luego, se concatena
este resultado con el mapa de caracteristicas recortado correspondiente de
la ruta de contraccion, y a continuacidon se aplican cuatro capas
convolucionales de 3x3, cada una seguida por la funcidon de activacion
ReLU. Finalmente, en la capa de salida se emplea una convolucién 1x1 para
transformar cada vector de caracteristicas de 64 elementos en el niumero
deseado de clases [41], [42].

128 256 128

256 X 256
256+256

] 256 512 256 1
Output image

128X 128
128X 128

' 512 1024 512 = conv 3x3, RelLU
» copy and crop

¥ max pool 2x2

64 X 64

3 1024 2048 1024 '

32X32 [ 1 32X32
I 2048 2048 2048

Figura 3. 5 Arquitectura U-Net modificada



3.3 Marco Experimental

3.3.1

3.3.2

Validacion

El conjunto de datos de 800 ROIs del cérvix y 800 mascaras binarias se
dividio en dos partes, uno de entrenamiento y otro de validacién. El conjunto
de entrenamiento como su nombre indica, se usa para entrenar el modelo y
el conjunto de validacidén para validar el modelo. Para nuestro proyecto se
dividié el 80% en entrenamiento equivalente a 640 imagenes ROls con sus
mascaras binarias, y 20% en validacion que corresponden a160 imagenes

ROIls con sus mascaras binarias.

Entorno de trabajo

Para el desarrollo del Proyecto de Titulacion se empled las siguientes

herramientas:

Anaconda: Interfaz grafica de usuario de escritorio que facilita el
lanzamiento de aplicaciones como Jupyter Notebook, Spyder, Rstudio. Se
utilizé para crear un entorno de desarrollo controlado. En el cual se gestioné
los paquetes como NumPy, Pandas, Matplotlib, entre otros para el
procesamiento de imagenes. Ademas, la creacion del entorno virtual permitio
trabajar con versiones especificas de TensorFlow y Keras, lo que garantizo

la compatibilidad entre las herramientas y librerias utilizadas [44].

Spyder: Se utilizé como Entorno de Desarrollo Integrado (IDE) disponible a
través de Anaconda, debido a su compatibilidad con Python y las bibliotecas
cientificas orientadas al aprendizaje automatico, como TensorFlow, Keras,
OpenCV. Este entorno fue empleado para el desarrollo interactivo de codigo,
permitiendo la ejecucion y visualizacion en tiempo real de los resultados
durante el proceso de desarrollo. Esto resultd util en el contexto en la
experimentacion y ajuste de hiperparametros durante la fase de desarrollo

del proyecto [45].



3.3.3

Python: Se utilizé por su versatilidad y amplia disponibilidad de librerias
especializadas en procesamiento de imagenes en inteligencia artificial. Su
sintaxis clara y su capacidad de manejar grandes volumenes de datos
permitié un desarrollo rapido, facilitando la experimentacion y ajuste de los
modelos [46].

Keras: Se utilizé para la implementacién y construccién del modelo U-Net,
facilitando la creacion y ajuste de la arquitectura del modelo sin
complicaciones. Esta libreria permitié experimentar con diferentes capas y
parametros, optimizando el modelo para la segmentacion de las imagenes
[47].

Tensorflow: Se utilizd en el proyecto debido a la necesidad de manejar
calculos intensivos y grandes volumenes de datos. Las imagenes de
colposcopia al ser de tamano [256x256] pixeles, requieren un procesamiento
considerable de calculos de computo. Tensorflow garantizé que el modelo
se ejecutara de forma optimizada para aprovechar la aceleracién por GPU,
para el entrenamiento del modelo. debido a la capacidad de la GPU para
manejar eficientemente la gran cantidad de operaciones matematicas

involucradas en el entrenamiento del modelo [48].

Métricas de evaluacion

Para comprobar la eficiencia del modelo de red, se procede a evaluar los
resultados obtenidos mediante métricas de evaluacion para la segmentacion
de imagenes. En la figura 3.6, se observa los 4 tipos de predicciones, el
positivo como presencia de lesion (pixel activo) y el negativo como no lesion
o fondo [49].

Verdaderos Positivos (TP): aquellos pixeles clasificados correctamente
por el modelo, que corresponden con la region de interés (lesién), también

conocidos como sensibilidad o recuperacion (recall).



Falsos Positivos (FP): aquellos pixeles que no deben ser clasificados por
el modelo, pero el modelo clasifica como parte de la region de interés
(lesion).

Verdaderos Negativos (TN): aquellos pixeles no clasificados por el modelo,
ya que, efectivamente no corresponden como parte de la region de interés
(lesion), también conocidos como especificidad.

Falsos Negativos (FN): aquellos pixeles que deben ser clasificados por el
modelo, pero el modelo no ha clasificado como parte de la region de interés

(lesion).

TP - True Positive
TN - True Negative
FP - False Positive
FN - False Negative

|:| Segmentacion manual
[ ] Segmentacién automdtica

Figura 3. 6 Tipos de predicciones en segmentacion

A continuacién, se define las métricas para evaluar el modelo de

segmentacion en imagenes:

Interseccién sobre Unién (loU): También conocido como indice de jaccard,
mide el grado de similitud entre dos conjuntos de muestras, A y B. Se
considera A como el valor predicho y B como el valor real o conocido como
ground-truth. Esta métrica también se conoce como indice de Jaccard;

medida de solapamiento entre los pixeles de dos imagenes.

El la figura 3.7, se representa un ejemplo de loU. El cual, representa B el
cuadro verde de la segmentacion manual y A el cuadro rojo de la
segmentacion de la imagen predicha por el modelo [50], [51]. Se toman

valores entre 0 y 1, considerandose 1 como igualdad entre ambos conjuntos,



valores mayores a 0.5 se considera buen resultado y valores menores a 0.5
como malos resultados, la formula:
|ANB]| TP

loU = =
° TIAUB|_ TP +FN + FP

Coeficiente de Sorensen-Dice: Es una medida que se utiliza comunmente
en el campo del procesamiento de imagenes. En la segmentacion de
imagenes es la mas utilizada para evaluar los modelos de segmentacion
de inteligencia artificial. La métrica evalua la similitud entre dos conjuntos,
donde A, cuadro rojo representa la segmentaciéon manual o ground-truth y
B, cuadro verde es la segmentacién predicha por el modelo, la férmula:

DSC = 2|ANB| 2+ TP
" |A|+|B|] 2 *TP+FN + FP

Se toman valores que varia entre 0 (sin similitud no hay coincidencia con el
ground-truth) y 1 (similitud total coincide totalmente con el ground-truth) que
es poco realista que suceda en segmentacion de imagenes médicas.
Entonces, para evaluar si una deteccion es mala, buena y excelente se
utiliza un valor minimo de Dice que es conocido como umbral, el valor es
de 0.6, es decir que si es mayor a ese valor se considera una segmentacion
con buenos resultados, pero si es menor a ese valor se considera un mal

resultado de segmentacion para el modelo entrenado. En la figura 3.7 se

representa.
loU < 0.5 loU > 0.5 loU ~ 1
Dice < 0.6 Dice > 0.6 Dice ~ 1
A = Prediccion
B=Valor real
(Ground Truth)
Malo Bueno Excelente
a) b) <)

Figura 3. 7 Métricas de evaluaciéon para segmentacion: loU y Dice



CAPITULO 4

4. RESULTADOS

Se presentan los resultados del entrenamiento de la arquitectura U-Net para la
segmentacion de lesiones en el cérvix a partir de imagenes de colposcopia. El
conjunto de datos consta de 800 ROIs del cérvix y 800 mascaras binarias. Este
conjunto se dividié en dos partes: el 80% (640 imagenes de ROIs con sus mascaras
binarias) para el entrenamiento, mientras que el 20% restante (160 imagenes de

ROls con sus mascaras binarias) se utilizé para validacion.

En la Figura 4.1, se presentan las graficas de los resultados obtenidos durante el
entrenamiento y validacion de la arquitectura U-Net. En a) se representa la exactitud
(accuracy), mostrando la evolucion del entrenamiento del modelo U-Net durante 323
épocas. La curva naranja representa el accuracy del conjunto de validacién, que
comienza con 66% en las primeras épocas con un leve decrecimiento en las épocas
2y 3 que posterior empieza aumentar progresivamente, alcanzando 91% en la época
323, y mediante la técnica early stopping detiene automaticamente cuando el modelo
dejo de mejorar. Ademas, se observa que hay un buen ajuste del modelo sin indicios

de sobreajuste.

En b) representa la evolucion del coeficiente de dice en 323 épocas. La curva naranja
representa la validacién comenzando con 1% durante la primera época, un pequefo
decrecimiento en la época 2, 3 pero entre la época 4,5, 6 asciende a 65% y decrece
en las épocas 7,8 y 9 en un 55%. Posterior empieza a progresar hasta la época 323
manteniéndose alrededor del 87%, lo que indica que el modelo generaliza bien los

datos.

En c) representa la pérdida (loss) para el conjunto de datos de validacion la curva
naranja muestra un comportamiento decreciente en cuanto a la pérdida, ya que a
medida que aumentan las épocas, la pérdida de validaciéon también disminuye,
alcanzando un 25% para el modelo U-Net. A partir de esa época tiende aumentar la
pérdida y mediante la técnica early stopping detiene automaticamente el

entrenamiento cuando el modelo dejo de mejorar.



Accuracy

095 train

0.90-

0.85-

0.80-

0.75-

0.70-

0.65-

val

A

0.8

0.6

04

0.2

0.0

0.6

0.5

0.4-

0.3

0.2-

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330

Epoch

a)

Coeficiente Dice

train — —

o \e

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330

Epoch

b)

Loss

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240 250 260 270 280 290 300 310 320 330

Epoch

c)

Figura 4. 1 Graficas: a) Exactitud (Accuracy), b) Coeficiente Dice, c) Funcién de pérdida (Loss)

4.1 Resultados de la segmentacion

4.1.1 Coeficiente de Sorensen-Dice

En la Figura 4.2 se presenta cualitativamente los resultados de la
segmentacion del sistema propuesto, en donde a) muestra las imagenes de
colposcopia original, b) y ¢) imagenes Ground-truth (i.e., segmentacion
manual delimitada en color azul), d) y e) imagenes de la segmentacion
predicha por el modelo U-Net delimitadas por el color verde, donde pueden

existir lesiones o0 anomalias en el cérvix. Para la métrica Dice se obtuvo un



84% del conjunto de datos de validacién que es una de las mas utilizadas
para evaluar este tipo de problemas en segmentacion.

(c) (e)

Figura 4. 2 Segmentacion: (a) Imagenes originales, (b - ¢c) Imagenes Ground-truth, (d - ) Imagenes U-Net

4.1.2 Interseccion Sobre Unién o indice de Jaccard

En la Figura 4.3 se presenta cualitativamente los resultados de la
segmentacion del sistema propuesto, en donde a) imagenes de colposcopia
original, b) y c) imagenes Ground-truth (i.e., segmentacién manual
delimitada en color azul), d) y e) imagenes de la segmentacion predicha por
el modelo U-Net delimitadas por el color verde, donde pueden existir
lesiones o anomalias en el cérvix. En cambio, para loU se obtuvo un 75%
del conjunto de datos de validacion. Esto se debe a la férmula de la métrica
que al no contar con el factor multiplicador de 2 como en el caso de Dice,

penaliza de manera mas estricta la forma de las regiones segmentadas.



(c)

Figura 4. 3 Segmentacion: (a) Imagenes originales, (b - ¢) Imagenes Ground truth, (d - e) Imagenes U-Net

4.2 Analisis Cuantitativo

En la Tabla 4.1 se presentan los resultados promedio obtenidos en el conjunto de
validacion (160 imagenes de colposcopia). Para el coeficiente de Dice alcanzé un
valor del 84%, lo que indica una buena similitud entre las areas segmentadas por
U-Net. Sin embargo, el valor del loU fue de 75%, lo que sefiala una menor

superposicion entre las areas predichas y las reales del ground-truth.

Los resultados obtenidos para la arquitectura U-Net, se observa que el valor
promedio del Dice es superior al del loU. Esto sugiere que ambas métricas evaluan
la calidad de la segmentacion de manera diferente. El coeficiente de Dice tiende a
ser mas alto debido a su férmula, que tiene un mayor peso a la interseccion entre
la prediccion y el ground-truth, lo que hace menos sensible a errores pequenos en
los bordes de la segmentacion. Es decir, aunque el modelo tiene una buena
capacidad para identificar areas de superposicidon, los pequefos errores en los

bordes de las regiones predichas afectan menos el valor de Dice. Por otro lado, la



interseccion sobre la unién mide la proporcion entre las areas predicha y el ground-
truth, y al no contar con el factor multiplicador de 2 como en el caso de Dice,

penaliza de manera mas estricta la forma de las regiones segmentadas.

Tabla 4. 1 Valor promedio de evaluacion

Arquitectura | Dice | loU
U-Net 84% | 75%

4.3 Discusion de los resultados

En la grafica de accuracy se ilustra que el modelo U-Net presenta un rendimiento
de 91% de exactitud en el conjunto de validacion. Por otro lado, en la grafica del
coeficiente Dice, el modelo obtiene un 87% en validacion. A partir de estos
resultados, aun se puede mejorar el aprendizaje de entrenamiento del modelo

segmentador.

La principal limitacion del sistema de segmentacion de lesiones en imagenes de
colposcopia utilizando ANN es la dependencia de la calidad y la diversidad del
conjunto de datos de entrenamiento. Aunque U-Net ha demostrado ser eficaz en la
segmentacién en imagenes meédicas, el rendimiento puede verse afectado por la
calidad de las imagenes como la borrosidad, la iluminacion e intensidad de color
blanco en las imagenes del cérvix. Estas variaciones limitan la capacidad del

modelo para aprender de una manera eficiente.

Para mejorar la segmentacion, se podria implementar técnicas adicionales de
preprocesamiento de imagenes, como la normalizacién de la iluminacion y la
eliminacién de ruido mediante filtros. Esto contribuiria a mejorar la calidad de las
imagenes de entrada y, por ende, un mejor aprendizaje del modelo para la
segmentacion. Ademas, explorar enfoques de segmentacion multitarea, en los que
se combinen la prediccidon de la segmentacion con la de otros parametros
relevantes, como la forma de las lesiones, para ofrecer un analisis mas robusto.
Finalmente, considerar incorporar modelos de redes neuronales mas avanzados o

hibridos para segmentar imagenes médicas.



CONCLUSIONES Y RECOMENDACIONES

Conclusiones

La selecciéon de una base de datos internacional disponible en la plataforma
Kaggle fue adecuada para garantizar la calidad del estudio en la segmentacion de
imagenes de colposcopia. Se logré conformar una base de datos con 200
imagenes de ROIs del cérvix. Esta base de datos publica resulté ideal para
asegurar un proceso de segmentacion ético, alineado con los estandares legales
y con la debida anonimizacion de los datos. Este enfoque no solo protegid la
privacidad de los pacientes, sino que también permitié obtener resultados validos,
ya que el modelo de segmentacion alcanzé una exactitud del 91 % en la etapa de
validacion, sin sobreajuste, lo cual demuestra que los datos utilizados fueron

representativos.

La colaboracion con el médico especialista en cancer de cuello uterino fue
esencial para alcanzar el objetivo de construir un conjunto de datos confiable,
mediante la creacidn de mascaras binarias que sirvieron como ground-truth para
entrenar y validar el modelo de segmentacion. Esta participacion especializada
aseguré que las lesiones fueran identificadas y segmentadas segun las
indicaciones del experto. Como resultado, el modelo U-Net entrenado con las
imagenes de ROls del cérvix y las mascaras binarias alcanzé un coeficiente de
Dice del 84% en validacién. Este valor indica que el modelo aprendio a identificar
las lesiones de cérvix, lo que demuestra un buen desempefio en la prediccion de

lesiones en imagenes de colposcopia.

El entrenamiento de la red neuronal artificial U-Net logré segmentar lesiones de
cérvix en imagenes de colposcopia. A lo largo de las 323 épocas, el modelo mostro
un aprendizaje progresivo, alcanzando una exactitud del 91% en el conjunto de

validacion, lo que refleja un desempefio solido en la tarea de segmentacion.

La implementacion de métricas de evaluacion como Dice e loU permitié una
valoracién cuantitativa del rendimiento del modelo en la tarea de segmentacion de

lesiones de cuello uterino. Los resultados obtenidos indican un buen desempefio



del modelo con un Dice del 84% y un loU del 75% en el conjunto de datos de
validacion, lo que indica una buena similitud entre las lesiones de cérvix en el
ground-truth y la prediccion de la region segmentada por U-Net. De forma
cualitativa, las imagenes de colposcopia muestran una segmentacion adecuada

de las lesiones de cuello uterino.

Recomendaciones

Para asegurar un mejor desempefo del modelo, es necesario contar con imagenes
de alta calidad en las que se puedan observar tanto las lesiones como las areas sin
lesion. Esto permitira obtener mejores resultados durante el entrenamiento del
modelo. Aunque el conjunto de datos utilizado consta de 800 imagenes, incluyendo
mascaras binarias y técnicas de aumento de datos, un numero mayor de imagenes
que representen diferentes etapas y tipos de lesiones en el cérvix contribuiria a

mejorar la robustez del modelo y a hacerlo mas generalizable.

Si bien la arquitectura U-Net ha mostrado buenos resultados, el uso de variantes
de redes neuronales mas avanzadas como U-Net++, modelos basados en
Transformers, entre otros, podrian mejorar aun mas el desempefio en la
segmentacion. Estas redes incorporan bloques disefiados para enfocarse mejor en
areas especificas de interés, lo que contribuiria a una mayor exactitud en la

segmentacién de lesiones.

Es necesario probar el modelo con imagenes de colposcopia locales para validar
su efectividad en la practica médica. Esto incluye el uso del modelo en imagenes
de pacientes que no hayan sido parte del conjunto de datos de validacion, para
analizar cdmo responde el modelo a variabilidad clinica de los datos.

Finalmente, es importante implementar una interfaz intuitiva para los médicos que
permita visualizar la segmentacion y facilite la interpretacion de los resultados. Esta
interfaz deberia incluir una herramienta de visualizacion que resalte las areas
sospechosas y sirva como apoyo para que los profesionales puedan tomar

decisiones informadas.
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