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RESUMEN

Este proyecto propone el disefio de un agente inteligente orientado a facilitar el acceso a informacién técnica sobre
requerimientos funcionales en una empresa de telecomunicaciones. Se plantea como objetivo principal mejorar la
forma en que los usuarios consultan documentacién histérica, reduciendo ambigiiedad, tiempo de bisqueda y pérdida
de informacién. La propuesta se justifica en la necesidad de automatizar procesos de recuperacion de informacion y
aprovechar tecnologias de inteligencia artificial aplicadas al contexto empresarial. Para el desarrollo del sistema, se
utilizaron herramientas de cddigo abierto como GitLab, Qdrant, n8n y el modelo de lenguaje LIamA. Se disefié una
arquitectura modular tipo RAG (Retrieval-Augmented Generation), que integrd flujos automatizados, vectorizacion
de textos técnicos y generacion de respuestas en lenguaje natural. Los resultados demostraron que la solucién es
técnicamente viable, funcional en entornos locales y capaz de responder con precision a preguntas formuladas en
lenguaje natural. Asimismo, se comprobd la utilidad de aplicar IA generativa sobre datos técnicos estructurados. Se
concluye que el agente inteligente propuesto puede adaptarse a la infraestructura actual de la empresa, optimizando la
consulta de requerimientos y fortaleciendo la reutilizacién del conocimiento técnico.



ABSTRACT

This project proposes the design of an intelligent agent aimed at facilitating access to technical information on
functional requirements within a telecommunications company. The main objective is to improve how users retrieve
historical documentation, reducing ambiguity, search time, and loss of relevant information. The proposal is justified
by the need to automate information retrieval processes and to apply artificial intelligence technologies in enterprise
environments. For the development of the system, open-source tools such as GitLab, Qdrant, n8n, and the Llama
language model were used. A modular RAG-based (Retrieval-Augmented Generation) architecture was designed,
integrating automated workflows, technical text vectorization, and natural language response generation. The results
showed that the solution is technically feasible, functional in local environments, and capable of responding
accurately to natural language questions. Additionally, the usefulness of applying generative Al to structured
technical data was confirmed. It is concluded that the proposed intelligent agent can be integrated into the company’s
current infrastructure, optimizing requirements consultation and enhancing the reuse of technical knowledge.
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CAPITULO1
1. INTRODUCCION

1.1 Descripcion del Problema

Dentro del contexto de los sistemas de informacién y del sector de telecomunicaciones, la correcta elaboracién de los
requerimientos funcionales es un aspecto determinante para garantizar la eficacia y viabilidad de los proyectos
tecnoldgicos.

En una empresa de telecomunicaciones de gran tamafio con maltiples departamentos, objeto de este estudio, se han
identificado dificultades durante el proceso de elaboracion de requerimientos las cuales afectan la calidad de las
soluciones planteadas.

Como consecuencia, se producen retrasos en el ingreso oportuno de los requerimientos y se generan multiples
iteraciones de reuniones para el levantamiento inicial, necesarias para aclarar, corregir y redefinir continuamente las
especificaciones funcionales. Esta situacion no solo impacta en los tiempos y recursos de los proyectos, sino que
también limita la claridad en la definicion de las verdaderas necesidades del negocio y su correcta traduccion a
soluciones técnicas viables.

La construccidn de este buscador inteligente es uno de los primeros proyectos que servird de base para futuras
implementaciones con inteligencia artificial en la empresa. Este disefio busca fomentar la adaptacidn de esta tecnologia
en nuevos proyectos, permitiendo que en etapas posteriores pueda ser considerado como un componente dentro de un
ecosistema mas amplio de soluciones basadas en IA.

El presente trabajo de titulacion tiene como propésito el disefio de un asistente inteligente de blsqueda que estara
orientado a facilitar el acceso a informacién histérica sobre requerimientos, permitiendo a los usuarios consultar
ejemplos previos y obtener referencias Gtiles que les ayuden a redactar nuevos requerimientos de forma mas clara. El
disefio propuesto busca que el usuario pueda reducir tiempos al crear sus requerimientos y evitar la ambigiedad del
mismo, minimizar la necesidad de iteraciones innecesarias y mejorar la alineacion entre las necesidades del negocio.
En las empresas de telecomunicaciones, caracterizada por una alta complejidad técnica y la participacion de multiples
areas, la falta de un sistema estructurado para recuperar informacién de proyectos anteriores representa un desafio
constante. Actualmente, consultar antecedentes sobre requerimientos implementados suele implicar recurrir a correos
antiguos o realizar consultas informales, lo que genera pérdida de tiempo y retrabajo. En muchos casos, aunque se
sepa de una funcionalidad que ya fue desarrollada, no se tiene claridad sobre a qué proyecto pertenecid, quién fue su
responsable o bajo qué requerimiento se ejecutd.

1.2 Justificacion del Problema

El disefio de un sistema de busqueda inteligente, basado en consultas en lenguaje natural e integrado con un repositorio
reorganizado como GitLab, responde a la necesidad de optimizar la bisqueda y recuperacion de informacién (til para
el disefio de nuevos requerimientos. Este enfoque facilitard un acceso rapido a la informacién para los usuarios, al
reutilizar los datos existentes de los proyectos.

Ademas, el sistema se apoya en principios de exploracion de datos, lo que le permite adaptar sus respuestas en funcién
de las necesidades del usuario y de los datos almacenados en el repositorio. Esta capacidad incrementa su utilidad a
medida que se enriquece el repositorio y se afina la interaccion. En consecuencia, la propuesta no solo ofrece un apoyo
efectivo en la redaccién de requerimientos desde las etapas iniciales del proyecto, sino que también establece las bases
para futuras implementaciones que integren inteligencia artificial aplicada a la toma de decisiones, fortaleciendo asi
la eficiencia y trazabilidad en la gestion de proyectos tecnologicos.

Esta técnica se utiliza en diversas areas y ha demostrado ser efectiva, ofreciendo soluciones flexibles y seguras para
abordar una variedad de problemas [1] . El estudio de [2] aborda los desafios y avances en la implementacién de
modelos de lenguaje grandes (LLMs), que pueden ser fundamentales para el analisis de requerimientos. También las
ventajas de utilizar programas para el tratamiento automatico de datos puede facilitar la validacion de requisitos [3] .



Adicional los sistemas de gestién de flujos de trabajo deben transformar los procesos de negocio en expresiones
comprensibles por las computadoras, lo que es esencial para la automatizacion en este contexto [4]. En conclusidn en
el estudio de [5] resaltan el potencial transformador de la Inteligencia Artificial (I1A) para optimizar las tareas de
gestidn de proyectos.

Este proyecto es viable, ya que se cuenta con acceso a los actores principales con quienes se podra interactuar para
recopilar informacion sobre problemas recurrentes en el proceso de gestion de requerimientos. Ademas, el alcance del
proyecto se enfoca en desarrollar un disefio estructurado que sirva como base para la implementacion de un buscador
inteligente. Asimismo, se dispone de acceso a la informacién historica y actual de requerimientos, lo cual permite
realizar un analisis adecuado y garantizar la calidad del disefio propuesto.

1.3 Objetivos

1.3.1 Objetivo general

Disefiar un sistema de busqueda inteligente, que apoye a los usuarios en el levantamiento de requerimientos
funcionales, facilitando el acceso a la informacion mediante la reutilizacién de informacidn histdrica de proyectos
anteriores, integrando modelos de lenguaje natural y flujos automatizados con acceso al repositorio GitLab.

1.3.2 Objetivos especificos

1. Identificar los puntos de dolor en la busqueda y recuperacion de requerimientos funcionales, en los equipos
de negocio y técnicos mediante formularios estructurados que permitan evidenciar ambigiiedades, tiempos
de respuestas y pérdida de informacién (til.

2. Estandarizar la forma en la que se registra la informacion de los proyectos en el repositorio de GitLab,
organizando los requerimientos de manera logica y accesible para facilitar su bisqueda y consulta en el
analisis de datos historicos.

3. Definir los flujos de interaccion y arquitectura de la basqueda inteligente, mediante prototipos de interfaz
que conecte el modelo de lenguaje natural (LLM) con informacion extraida de GitLab mediante flujo
automatizado N8N, permitiendo de esta forma interpretar consultas en lenguaje natural y entregar respuestas
contextualizadas a usuarios.

1.4 Marco tedrico

El presente capitulo tiene como propésito presentar los fundamentos tedricos y tecnoldgicos que respaldan el
desarrollo del agente inteligente de busqueda propuesto. Para esto, se exploraran las distintas herramientas y
metodologias que permiten estructurar soluciones orientadas a optimizar el levantamiento de requerimientos en
entornos complejos como el de una empresa de telecomunicaciones. Se abordaran temas como la automatizacion de
procesos mediante flujos orquestados, la organizacion eficiente de repositorios en plataformas colaborativas como
GitLab, y la aplicacion de modelos avanzados de lenguaje natural para interpretar consultas formuladas por los
usuarios. Ademas, se revisaran las caracteristicas claves relacionados con los agentes inteligentes, su evolucion
histérica y su contribucion a la optimizacion de procesos dentro del ambito de la ingenieria de software. Esta revision
permitira comprender los elementos que sustentan el disefio propuesto y establecera los criterios técnicos sobre los
cuales se construird una solucion innovadora, flexible y alineada con los desafios actuales de la gestién de proyectos
tecnoldgicos.

1.4.1 Modelado del flujo automatizado

Durante los ultimos afios la automatizacion de procesos, se ha convertido en un elemento central dentro de la
transformacion digital de las organizaciones, el uso adecuado de los recursos en la operativa es uno de los factores
claves para la mejora del rendimiento, al facilitar la disminucién de errores humanos y acelerar la capacidad de
respuesta, uno de los modelados formal que se tiene es el caso de Business Process Model and Notation (BPMN 2.0),
donde se puede mostrar los flujos actuales y esperados mediante grafico de actividades, decisiones y eventos, en este
punto permite no solo documentar, sino ejecutar flujos operativos de forma estructurada [6] a través de técnicas de
analisis y optimizacion formal [7].Plataformas low-code como n8n permiten aplicar este enfoque en entornos visuales

e interactivos, facilitando la construccion de secuencias de procesos automatizados mediante nodos que reaccionan a
eventos como llamadas API, transformaciones o disparadores externos, sin requerir programacion intensiva [8] lo cual
permite una adaptabilidad de los cambios del negocio, todo esto indica que un flujo automatizado bien disefiado parte
de una definicion precisa de las actividades y sus interrelaciones, lo que permite organizar los pasos en una secuencia
I6gica y ofrecer una visualizacion clara del sistema. Esta claridad no solo facilita la colaboracion entre perfiles técnicos
y no técnicos, sino que, al integrarse con nuevas estrategias de automatizacién, mejora significativamente la
interaccion entre los procesos automaticos y los usuarios humanos [9].

GitLab en la actualidad para el desarrollo colaborativo de software se ha consolidado una plataforma integral, dentro
del ciclo completo del desarrollo ya que abarca desde la planificacidn de un proyecto monitoreo del desarrollo, y hasta



la mejora continua (CI/CD). La arquitectura DevOps permite colocar dentro de la herramienta tareas para control de
versiones con Git, monitoreo y gestion de incidencias, la documentacién en Markdown, las pruebas automatizadas y
la integracion continua. Toda esta centralizacién dentro de la herramienta permite tener una mayor trazabilidad y
colaboracion entre equipos técnicos y no técnicos, facilitando la transparencia y el versionamiento de los artefactos
producidos.

Para el contexto de los requerimientos de software con respecto a proyectos, lo convierte en un repositorio robusto
por su sistema de gestion de issues/incidencias, milestones, y documentacion. Aqui se almacena informacion relevante
de proyectos y permite toma de decisiones, se podra evidenciar los cambios dentro de las funcionalidades y reglas que
tiene el negocio. Por todas sus ventajas en datos historicos, y para el andlisis retrospectivo de requerimientos y la
reutilizacion del conocimiento almacenado, convierte a la herramienta en un punto clave.

Esta herramienta ofrece comunicaciones con otras plataformas a través de APl REST, que por medio de parametros
permite acceder a la informacion almacenada, lo cual facilita la integracion con procesos automatizados, para
alimentar la informacion del agente que sea capaz de extraer, analizar y contextualizar informacién sobre
requerimientos anteriores para facilitar la toma de decisiones en etapas tempranas del ciclo de vida del software.

En investigaciones recientes, se ha demostrado que los repositorios de software no solo son herramientas de gestion
operativa, sino también fuentes Utiles para la mineria de procesos orientada a la mejora continua. Por ejemplo,[10]
analizan cdmo los repositorios de desarrollo pueden alimentar retrospectivas agiles y revelar patrones de colaboracién,
comunicacion y evolucidn técnica dentro de equipos de ingenieria de software. Esta evidencia empirica valida el uso
de plataformas colaborativas como GitLab como base para la construccion de sistemas inteligentes que apoyen tareas
complejas como la recuperacién de requerimientos y el disefio asistido de soluciones.

En el disefio propuesto, el agente de blsqueda se basa en la ejecucion de un flujo automatizado que extrae informacion
desde archivos estructurados (DERCAS) adjuntos a issues en GitLab. Esto permite alimentar al agente con datos de
forma constante y controlada. A continuacion, se presentan las funcionalidades clave de GitLab que hacen posible
esta arquitectura de extraccion automatizada.

Tabla I. Funcionalidades Gitlab vs Agente

Funcionalidad de GitLab

Aplicacion en la solucién
propuesta

Beneficio para el agente
inteligente

Seguimiento de issue

Archivos adjuntos en issues

API RESTful

Almacena solicitudes técnicas
donde se adjuntan archivos
DERCAS.

Se carga la informacion en un
issue

Obtiene informaciéon como
nombres de archivo, autores,

Permite al agente localizar
requerimientos de la
herramienta.

Permite una recoleccion
automatizada de datos sin
necesidad de explorar todo
el repositorio.

Clasificacion por autor o por
tipo de requerimiento.

fechas y otros metadatos
vinculados a un issue.

Historial de cambios (Git) Permite la carga de los archivos y

sus versiones

Permite al agente
contextualizar como ha
evolucionado un
requerimiento documentado

En la actualidad, los flujos automatizados han revolucionado la forma en que las organizaciones llevan a cabo sus
operaciones, ofreciendo una gran eficiencia y una capacidad de respuesta &gil ante las demandas del mercado. La
retroalimentacién inmediata se ha convertido en un elemento fundamental de esta transformacién, mejorando
notablemente la toma de decisiones y la gestion de procesos.

Los flujos automatizados permiten que las tareas repetitivas y monotonas se realicen sin necesidad de intervencion
humana, lo que libera a los empleados para que se enfoquen en actividades mas estratégicas. Por ejemplo, en una
empresa de comercio electronico, un flujo automatizado puede encargarse del procesamiento de pedidos, desde la
recepcion hasta la confirmacién y el envio. Esto no solo acelera el proceso, sino que también minimiza la posibilidad
de errores humanos, resultando en una experiencia mas fluida para el cliente.

La retroalimentacion inmediata se integra en estos flujos automatizados mediante sistemas de monitoreo y analisis de
datos. Cuando un cliente realiza un pedido, el sistema puede enviar automaticamente una notificacion al equipo de
ventas y al departamento de logistica. Si se presenta un retraso en el envio, el sistema puede alertar a los responsables,
quienes pueden tomar medidas de manera inmediata para solucionar el inconveniente. Esta capacidad de respuesta



rapida es esencial en un entorno empresarial donde la satisfaccion del cliente es crucial.

En los Gltimos afios el auge de la 1A conversacional y los chatbots, como ChatGPT, ha comenzado a revolucionar
varios sectores. La capacidad de recibir informacién instantdnea permite a estos agentes ajustar sus respuestas y
recomendaciones en funcion de las interacciones del usuario [11].

La automatizacion del flujo de recuperacion de informacion a través de un agente de basqueda inteligente transforma
el modelo de procesos to-be al sustituir tareas manuales de exploracién documental por una extraccion estructurada
y automatica desde archivos subidos a plataformas como GitLab. Esta incorporacién no altera el contenido de los
requerimientos, pero si agiliza su disponibilidad y trazabilidad, optimizando los tiempos de consulta en entornos donde
la documentacion técnica es extensa. Este tipo de automatizacion especializada responde al enfoque de Intelligent
Process Automation centrado en tareas cognitivas delimitadas, como la clasificacion, lecturay vinculacion de archivos
técnicos[12], [13].

Ha sido un proceso continuo desde hace mucho tiempo atras y ha estado orientado por avances en inteligencia artificial
y computacién, tales como: Sistemas Basados en Conocimiento, Agentes auténomos, Procesamiento del Lenguaje
Natural, Modelos de Lenguaje. Reflejan un avance constante en la comprensidn y aplicacion de la inteligencia artificial
en los agentes inteligentes.

1.4.2 Agentes Inteligentes

Dentro de la evolucién de los Agentes Inteligentes los principales fueron los Sistemas Basados en Conocimiento
(Knowledge-Based Systems), que operaban mediante reglas explicitas codificadas por expertos para simular procesos
de toma de decisiones en dominios especificos. Aunque efectivos en un entorno o area muy limitada, estos sistemas
carecian de flexibilidad para adaptarse a nuevos escenarios y dependian completamente del conocimiento explicito
programado.

Posteriormente, el desarrollo de agentes autébnomos supuso un avance significativo: estos agentes podian percibir su
entorno, procesar informacion y actuar de forma independiente para alcanzar objetivos. Este paradigma se amplid con
los sistemas multiagente, donde multiples agentes interactian y cooperan para resolver problemas complejos y
distribuidos, como ocurre en la gestién dinamica del trafico de datos en redes de telecomunicaciones o la coordinacién
en redes de sensores inaldmbricos.

La incorporacién del Procesamiento del Lenguaje Natural (PLN) permitid que los agentes inteligentes entendieran y
generaran lenguaje humano, facilitando asi la interaccién natural con los usuarios. Esto propicié la creacion de agentes
conversacionales y asistentes virtuales, como Siri, Alexa y Google Assistant, que integran tecnologias de
reconocimiento de voz y analisis seméantico para responder preguntas, ejecutar comandos y aprender de las
interacciones.

Lo mas reciente la evolucion hacia modelos de lenguaje basados en aprendizaje profundo, como la arquitectura de red
neuronal, que ha revolucionado los agentes inteligentes. Estos modelos, entrenados con grandes volimenes de datos,
han ampliado la capacidad de comprension, generacion de texto y razonamiento contextual de los agentes, permitiendo
aplicaciones avanzadas en andlisis de requerimientos, generacién de documentacion automética y soporte en la toma
de decisiones.

La evolucion de la inteligencia artificial generativa ha tenido un cambio significativo en la remodelacién del futuro
de la tecnologia en diferentes aspectos. Las redes inaldmbricas, en particular, con el crecimiento de las redes
autoevolutivas, representan un gran area para explotar y cosechar varios beneficios que pueden cambiar
fundamentalmente la forma en que se disefian y operan las redes inaldmbricas en la actualidad [14].

Dentro de los beneficios podemos encontrar que son impulsados por tecnologias de inteligencia artificial y aprendizaje
automatico, representan una herramienta clave en la transformacién de los procesos de toma de decisiones en empresas
de tecnologia. Estos agentes son capaces de analizar grandes volumenes de datos, identificar patrones complejos y
generar recomendaciones o tomar decisiones auténomas en tiempo real. Entre sus principales beneficios destacan la
mejora en la precisién de las decisiones, la reduccién del error humano, la capacidad para operar a gran escala y
velocidad, y la automatizacion de tareas repetitivas. Ademas, permiten personalizar respuestas segln el contexto y
anticipar comportamientos futuros mediante modelos predictivos.

La innovacion continua es otra ventaja, ya que los agentes inteligentes pueden aprender y adaptarse a nuevas
situaciones a través de técnicas de aprendizaje automatico. Esto significa que su rendimiento puede mejorar con el
tiempo, permitiendo a las organizaciones mantenerse competitivas en un entorno en constante cambio.

La escalabilidad es otro aspecto destacado. Los agentes inteligentes pueden adaptarse a diferentes volimenes de
trabajo sin necesidad de aumentar proporcionalmente los recursos humanos. Esto permite a las empresas crecer y
expandirse sin enfrentar los mismos desafios que tendrian al aumentar su personal.

Su aplicacidn se ha demostrado efectiva en diversos sectores como las telecomunicaciones, salud, finanzas y logistica,
facilitando desde diagndsticos médicos y deteccion de fraudes hasta optimizacion de redes y procesos operativos. En
conclusion, la implementacién de agentes inteligentes no solo potencia la eficiencia operativa, sino que también
impulsa la innovacién estratégica al transformar datos complejos en conocimientos accionables [15].

La definicion del agente es considerada como un sistema autbnomo capaz de percibir, razonar y actuar para alcanzar



objetivos especificos. Se clasifican en diversos tipos como agentes reactivos, deliberativos o de aprendizaje, cada uno
con aplicaciones adecuadas para el analisis y validacion automatizada de requisitos [16]

Los agentes reactivos son sistemas que responden a estimulos del entorno de manera inmediata, sin mantener un
modelo interno del estado del mundo. Su comportamiento se basa en reglas simples de condicion y accidn, lo que les
permite actuar rdpidamente ante cambios en su entorno.

Los agentes deliberativos son sistemas que poseen un modelo interno del entorno y utilizan este modelo para razonar
y planificar sus acciones. Estos agentes pueden prevenir las consecuencias de sus decisiones y, por lo tanto, son
capaces de tomar decisiones mas informadas y estratégicas a largo plazo.

Los agentes de aprendizaje son sistemas que tienen la capacidad de mejorar su rendimiento a lo largo del tiempo
mediante la experiencia. Utilizan técnicas de aprendizaje automético para adaptarse a cambios en el entorno y
optimizar su comportamiento, aprendiendo de sus errores y ajustando sus estrategias en funcién de la
retroalimentacion recibida.

La eleccidn del tipo de agente inteligente depende del contexto especifico y los objetivos de la automatizacién. En
particular, para el analisis y validacion automatizada de requisitos, se requieren agentes que combinen capacidades de
razonamiento estructurado con aprendizaje adaptativo para manejar la complejidad y variabilidad inherente a los
proyectos de desarrollo de software.

Existe una creciente demanda de agentes inteligentes en sectores tecnolégicos para automatizar procesos complejos,
entre ellos la validacion de requerimientos, impulsada por la necesidad de optimizar tiempos y reducir errores en
proyectos de software de gran escala. Los avances recientes prometen superar las barreras existentes al mejorar el
procesamiento del lenguaje natural y las capacidades de razonamiento. Si bien es prometedor, para crear asistentes
virtuales mas avanzados aln enfrenta desafios como garantizar un rendimiento robusto y gestionar la variabilidad de
los comandos de usuario en el mundo real.

Ademas, la personalizacion de servicios se ha convertido en una prioridad. Las empresas estan utilizando agentes
inteligentes para ofrecer experiencias adaptadas a las preferencias individuales de los usuarios, lo que no solo mejora
la satisfaccion del cliente, sino que también fomenta la lealtad a la marca. Los agentes son capaces de analizar datos
en tiempo real, lo que les permite anticipar necesidades y ofrecer recomendaciones personalizadas.

Una tendencia importante es el desarrollo de agentes autonomos, que pueden operar de manera independiente. Esto
permite a las organizaciones delegar tareas criticas sin necesidad de intervencion humana, aumentando la eficiencia y
reduciendo la posibilidad de errores. Ademas, los agentes inteligentes estan disefiados para colaborar con los humanos,
complementando sus habilidades y facilitando una cooperacidn mas efectiva en el entorno laboral.

El articulo de [17] propone un novedoso asistente virtual basado en LLM que puede realizar automaticamente
operaciones de varios pasos dentro de aplicaciones moéviles, basandose en solicitudes de usuario de alto nivel.

Las bases de datos vectoriales se han convertido en una pieza importante para los sistemas que necesitan buscar
informacion a partir de una base de conocimiento y no solo por coincidencia exacta de palabras. Este tipo de tecnologia
guarda representaciones numéricas de los datos, llamadas vectores o embeddings, que conservan relaciones de
significado y permiten que una consulta devuelva resultados que estan relacionados conceptualmente aunque usen un
vocabulario diferente[18]. Para encontrar rapidamente elementos similares, utilizan algoritmos como HNSW
(Hierarchical Navigable Small World) , reconocidos por su velocidad y precision en espacios de alta dimension [19]
[20]. En este ecosistema, Qdrant destaca como una solucion open-source optimizada para bisquedas vectoriales,
integrando HNSW con filtrado avanzado, ideal para arquitecturas RAG donde un modelo de lenguaje aprovecha el
contexto recuperado para generar respuestas mas relevantes [21] .

En el disefio de esta investigacion, Qdrant actla como repositorio semantico de requerimientos funcionales. Su
conexioén con GitLab, N8N y el modelo LLaMA se hace mediante integracion punto a punto: un canal directo que
favorece la baja latencia y simplicidad. Aunque este enfoque crea una interdependencia entre componentes, en este
prototipo controlado es efectivo porque simplifica la implementacion y asegura que las respuestas estén sustentadas
en datos técnicos revisados.

1.4.3 Modelos de Lenguaje Grandes (LLMs).

Se define a los modelos de lenguaje Grande como sistemas de inteligencia artificial disefiados para comprender,
generar y manipular el lenguaje humano de manera efectiva, entrenados con volimenes masivos de texto. Su
arquitectura se basa en la estructura de transformadores, que permite procesar secuencias de datos de manera eficiente
y capturar relaciones contextuales a gran escala. Se destacan por su capacidad para aprender patrones complejos en el
lenguaje, lo que les permite realizar diversas tareas, como traduccion automatica, generacion de texto, respuesta a
preguntas y asistencia en procesos de toma de decisiones. Esto mejora significativamente la interaccion entre los
sistemas y los usuarios en aplicaciones de procesamiento de lenguaje natural.

En el articulo de [21] presenta una herramienta de disefio de arquitectura basada en el modelo de lenguaje grande, que
logra un disefio de arquitectura inteligente mediante la comprension de las intenciones del usuario y la generacién y
optimizacion de disefios. La herramienta de disefio de arquitectura es responsable de recibir las entradas de disefio del



usuario y mostrar los resultados del disefio, mientras que el modelo de lenguaje grande se encarga de la tarea de disefio
de arquitectura inteligente.

Dentro de los tipos que han transformado de manera significativa el ambito del procesamiento del lenguaje natural
(NLP), abriendo la puerta a una amplia gama de aplicaciones que incluyen desde la generacién de texto hasta la
traduccion automética. A continuacion, se describen los principales tipos de LLM, cada uno con sus propias
caracteristicas y aplicaciones especificas:

Modelos Generativos, disefiados para generar texto coherente y relevante a partir de una entrada dada. Utilizan
técnicas de aprendizaje profundo para predecir la siguiente palabra en una secuencia, lo que les permite crear contenido
original. Como referencia tenemos a GPT-3 y GPT-4, que han demostrado capacidades avanzadas en la generacion
de texto.

Modelos de Traduccion, Especializados en traducir texto de un idioma a otro, estos modelos utilizan LLM para
mejorar la precision y fluidez de las traducciones. Un ejemplo notable es Google Translate, que ha integrado LLM
para ofrecer traducciones mas contextuales y precisas.

Modelos de Resumen, Estos modelos son capaces de condensar informacion extensa en resimenes breves y concisos,
extrayendo los puntos clave de documentos largos. Se utilizan en aplicaciones que requieren la sintesis de informacién,
como la generacion de resimenes de articulos o informes.

Modelos de Conversacién, Disefiados para interactuar con los usuarios en un formato de didlogo, estos modelos
permiten mantener conversaciones naturales y fluidas. Los chatbots que utilizan LLMs son un ejemplo de esta
categoria, brindando asistencia y respuestas a preguntas en tiempo real.

Modelos Multimodales, Estos modelos son capaces de procesar y generar no solo texto, sino también imagenes y otros
tipos de datos. Un ejemplo es Gemini de Google, que combina texto e imagenes para ofrecer respuestas mas completas
y contextuales.

Modelos de Codigo, Especializados en la generacién y comprension de cédigo de programacion, estos modelos
ayudan a los desarrolladores a escribir codigo de manera mas eficiente. OpenAl Codex es un ejemplo que permite a
los programadores interactuar con el modelo para obtener sugerencias y soluciones de codificacion.

En conclusion, los LLM son una parte esencial del procesamiento informatico del lenguaje, ya que permiten
comprender patrones verbales complejos y generar respuestas coherentes y apropiadas en un contexto determinado
[22].

A continuacion, se detalla un cuadro con los tipos de modelos méas concurrentes.

Tabla Il. Tipos de Modelos

Tipo de LLM Ejemplo Caracteristicas
. GPT-3, ChatRWKYV, Generan texto coherente y contextual, ideales para
Modelos Generativos - - .
Llama interacciones conversacionales.
Disefiados para interactuar con los usuarios en un formato de

Modelos de Conversacion Lamda, Meena didlogo
Modelos de Resumen XLNet, ALBERT Disefiados para responder preguntas especificas basadas en un
contexto dado.

Modelos de Traduccion Gemma, Alma, Especializados en traducir texto entre diferentes idiomas.

. Son capaces de procesar y generar no solo texto, sino también
Modelos de Multimodales GPT-4, DALL-E imagenes y otros tipos de datos
Especializados en la generacion y comprension de codigo de
programacion

Modelos de cédigo Copilot, DeepCode

Con respecto a los costos asociados al desarrollo y despliegue de LLM ha experimentado una evolucién significativa
desde los primeros sistemas de procesamiento del lenguaje natural hasta los modelos actuales, impulsada por avances
tecnoldgicos y cambios en la escala y complejidad de los modelos.

En las primeras etapas del procesamiento del lenguaje natural, durante las décadas de 1980 y 1990, los modelos se
basaban principalmente en reglas manuales y sistemas estadisticos simples. Estos sistemas, aunque limitados en
capacidad, eran relativamente econémicos en términos computacionales porque operaban sobre conjuntos de datos
reducidos y modelos menos complejos. Sin embargo, su alcance y precision eran limitados, lo que obligaba a
intervenciones humanas frecuentes y extensos esfuerzos en la elaboracion y mantenimiento de reglas, lo que traducia
en costos humanos y de tiempo elevados, aunque con baja inversion en infraestructura computacional.

Con la llegada de métodos estadisticos y de aprendizaje automatico en los 2000, el tamafio de los modelos y la cantidad
de datos utilizados comenzaron a aumentar considerablemente. Modelos como los basados en n-gramas o modelos de
Markov ocultos demandaban mayor poder computacional para entrenarse, y se incrementaron los costos de
procesamiento y almacenamiento. A medida que los modelos aumentaban en complejidad y tamafio, también lo hacian
los costos asociados a la infraestructura tecnoldgica necesaria para su entrenamiento, almacenaje y despliegue. Las
empresas e instituciones comenzaron a invertir en clusters de computacion especializados y almacenamiento en
grandes volimenes.



En la actualidad, con la aparicion de modelos como GPT-3, con 175 mil millones de parametros, el costo de
entrenamiento se ha disparado a niveles sin precedentes [23]. Ademas, los costos operativos siguen siendo altos debido
a la complejidad de la inferencia, que demanda recursos potentes para brindar respuestas rapidas en aplicaciones en
tiempo real.

A pesar de los altos costos actuales, se observan tendencias que apuntan a reducirlos, como el uso de hardware més
eficiente, modelos mas compactos mediante aprendizaje y estrategias para reutilizar modelos preentrenados. Estas
innovaciones buscan popularizar el acceso a LLMs, permitiendo su uso en empresas y sectores con menores recursos.
El articulo de [24] explora la incorporacion de soluciones LLM como servicio en los flujos de trabajo empresariales,
centrandose en los costos de inferencia. Analizamos diversas ofertas de LLM y realizan un analisis comparativo
basado en un caso préctico real de un chatbot de 1A.

Se ha considerado como limitaciones y consideraciones de los Modelos de Lenguaje de Grande que han revolucionado
la forma en que interactuamos con la tecnologia, pero también presentan varios puntos que es importante tener en
cuenta. Una de las principales preocupaciones es el sesgo en los datos. Estos modelos se entrenan utilizando grandes
volimenes de informacion, y si esos datos contienen sesgos, el modelo puede reproducir y amplificar esos mismos
$esgos en sus respuestas. Esto puede llevar a resultados injustos o inexactos.

Otro aspecto a considerar es la dependencia de los datos de entrenamiento. La calidad y diversidad de estos datos son
cruciales para el rendimiento del modelo. Si los datos son limitados o no representan adecuadamente la realidad, el
modelo puede tener dificultades para generalizar y ofrecer respuestas precisas. Ademas, entrenar y ejecutar estos
modelos requiere recursos computacionales significativos, lo que puede ser un obstéculo para muchas organizaciones.
Ademas, aunque los LLM son capaces de generar texto que parezca coherente y relevante, no poseen una comprension
profunda del contenido. Su funcionamiento se basa en patrones estadisticos, lo que significa que no entienden
realmente lo que estan diciendo. Esto puede resultar en la generacion de informacién incorrecta o engafiosa, ya que
no tienen la capacidad de verificar hechos o acceder a informacién actualizada.

A pesar de su utilidad, los LLMs presentan limitaciones como la generacion ocasional de respuestas incorrectas o
ambiguas, dependencia de grandes cantidades de datos y consideraciones a la privacidad, factores que deben
controlarse al implementar agentes inteligentes para validacion de requerimientos [25].

1.4.4 casos similares de Integraciones

Entre los casos similares de integracion donde los entornos de la automatizacion de procesos requieren respuestas
dinamicas y contextualizadas, los modelos de lenguaje de gran escala (LLMSs) han demostrado ser una solucién eficaz
al integrarse como componentes interpretativos dentro de arquitecturas controladas por eventos. Un ejemplo destacado
es el trabajo desarrollado por [26], quienes disefiaron un sistema de automatizacion industrial basado en LLMs capaz
de recibir entradas en tiempo real provenientes de sensores 0 eventos del entorno operativo. A través del analisis
seméantico de estos eventos, el modelo generaba planes de accién detallados que eran traducidos en instrucciones
ejecutables por microservicios a través de APIs. Esta arquitectura no solo permitié automatizar tareas que
tradicionalmente dependian de reglas codificadas, sino que introdujo flexibilidad seméantica y adaptabilidad contextual
en la toma de decisiones operativas. El enfoque modular del sistema, donde los LLMs funcionaban como
intermediarios inteligentes entre el entorno y los servicios de control, demuestra una clara analogia con herramientas
como n8n, en las que flujos visuales automatizados pueden incorporar modelos de lenguaje para interpretar entradas
textuales, consultar servicios externos y desencadenar acciones de forma programada. En el contexto de esta
investigacion, dicho paradigma resulta aplicable a la extraccion de informacion desde archivos técnicos como los
DERCAS en GitLab, permitiendo que el agente de blsqueda estructure respuestas automaticas basadas en el contenido
recibido, sin intervencion humana directa. La validacién de este enfoque en un entorno de automatizacion industrial
con alta demanda de precision y sincronizacion refuerza la solidez del modelo propuesto en esta tesis para el ambito
de telecomunicaciones.

En la investigacidn llevada a cabo por [27] se evaluaron diversos modelos de lenguaje de gran escala (LLMs) aplicados
a tareas automatizadas relacionadas con el procesamiento del lenguaje natural. El analisis incluyé indicadores clave
como la exactitud, la completitud de la informacidn, la pertinencia de las respuestas, su claridad, y el tiempo requerido
para generarlas. Estos resultados ofrecen un punto de referencia cuantitativo sobre el rendimiento de los LLMs en
contextos de automatizacién semantica, lo cual resulta pertinente para la solucién propuesta en esta tesis, donde se
busca estructurar informacion técnica mediante un agente de blsqueda inteligente. La Tabla resume los valores
obtenidos en dicha evaluacion.

Tabla I1l. Precision, Completitud, Relevancia, Comprensibilidad, Legibilidad y Tiempo de Respuesta promediados entre todos
los modelos de lenguaje (LLMs) [27]

Métrica Precision  Integridad Relevancia Comprensibilidad  Legibilidad R)er:?aﬁi%
Media 2.860 4.192 3.833 3.551 4.525 16.977
Desviacion estandar ~ 0.445 1.206 0.567 0.766 0.935 17.994

Minimo 0.000 0.000 0.000 0.000 0.000 0.000




25% (Q1) 3.000 4.000 4.000 3.000 4.000 0.000

50% (Mediana) 3.000 5.000 4.000 4.000 5.000 11.000
75% (Q3) 3.000 5.000 4.000 4.000 5.000 30.250
Maximo 3.000 5.000 4.000 4.000 5.000 75.000

Diversas investigaciones recientes sobre casos de LLm en entornos colaborativos han abordado la incorporacion de
inteligencia artificial, especialmente modelos de lenguaje de gran escala (LLMs), en entornos de desarrollo
colaborativo como GitHub y GitLab, con el objetivo de automatizar la recuperacion, organizacion y generacion de
informacion técnica. Estos casos permiten evidenciar como otras soluciones han enfrentado desafios similares, como
el acceso estructurado a requerimientos, el analisis de incidencias y la documentacion automatizada.

En el estudio [28] se evidencia el uso de modelos de lenguaje en proyectos publicos de GitHub, demostrando que
herramientas como Copilot y ChatGPT son aplicadas para generar fragmentos de cddigo, automatizar
transformaciones de datos y redactar documentacion técnica en tiempo real. Esta evidencia respalda la viabilidad de
utilizar LLMs para reducir el esfuerzo manual en tareas de codificacién y documentacion, funciones alineadas con la
automatizacion de extraccion de requerimientos.

En el estudio de [10]se analizan las técnicas de mineria de issue trackers en plataformas colaborativas, destacando
como el andlisis de texto libre en incidencias puede extraer patrones recurrentes, detectar temas criticos y sugerir
acciones correctivas. Este enfoque tiene una similitud con el disefio del agente inteligente, donde se pretende recuperar
informacion técnica desde documentos DERCAS en issues de GitLab.

Por otra parte en el caso de [29] se basa en proponer un modelo en el que detectan deudas técnicas de issues dentro de
este caso se demuestra cdmo el procesamiento semantico de texto en plataformas colaborativas puede aportar valor
adicional al ciclo de desarrollo, automatizando actividades que usualmente requeririan revision humana.

En el siguiente caso de estudio sobre implementacion de agentes inteligentes en ingenieria de software se evidencia
que estan transformando el desarrollo mediante la automatizacion de tareas, de procesos y mejora en la toma de
decisiones. facilitando la automatizacion y mejorando la eficiencia en diversas areas.

Un caso relevante es el uso de agentes en la deteccion de errores y pruebas automatizadas. Estos agentes pueden
simular el comportamiento del usuario y ejecutar pruebas de manera continua, lo que permite detectar fallos en etapas
tempranas del desarrollo. Ademas, en la gestidn de proyectos, los agentes inteligentes pueden optimizar la asignacion
de recursos y el seguimiento del progreso, mejorando la colaboracion entre equipos.

En la investigacion de [30] presenta un enfoque novedoso que utiliza LLM para mejorar el modelo de software,
utilizando un aprendizaje rapido, este método admite varias actividades de modelado sin datos de entrenamiento
extensos. Inicialmente se centran en formalismos estaticos y conductuales como los diagramas UML, pero su objetivo
es extenderlo a otros paradigmas e integrarlo en la linea de Ingenieria dirigida por modelos. Ademas de evaluar la
productividad, la calidad del modelo y la precisién al recibir sugerencias en tiempo real y sensibles al contexto durante
las tareas de modelado.



CAPITULO?
2. METODOLOGIA.

2.1 Definicién de la metodologia aplicada

El presente trabajo se desarroll6 bajo un enfoque metodolégico no experimental, de tipo transversal, lo que permitié
analizar la situaciéon actual del proceso de levantamiento de requerimientos durante la etapa de creacion de
requerimientos en una empresa de telecomunicaciones. El propdésito de esta fase fue obtener una vision més clara
sobre los principales problemas que enfrentaban los usuarios al momento de buscar o referenciar requerimientos
previos. Entre los aspectos mas criticos se identificaron: ambigiiedad en la redaccion de los requerimientos,
desalineacion entre las areas de negocio involucradas, y pérdida de informacion histérica en proyectos ya puestos en
produccion.

A partir de esta evaluacion, se planteé el disefio de una solucién tecnoldgica basada en un sistema de bUsqueda
inteligente, con el objetivo de facilitar a los usuarios el acceso a informacion previa de forma contextualizada, clara'y
atil, que sirviera de apoyo en la elaboracion de nuevos requerimientos.

2.1.1 Justificacion
El método que se eligié en este estudio se fundamenta en la definicidn del problema planteado y en la forma en que
la informacion esta estructurada y disponible dentro de la organizacion. El trabajo se centra en el disefio de un agente
inteligente capaz de facilitar informacion de requerimientos técnicos realizados en la empresa de telecomunicaciones,
lo cual exige un enfoque que combine procesamiento automatico, lenguaje natural y recuperacion de informacion.
Esta estrategia metodolégica permitio abordar adecuadamente el problema, ya que no solo automatiza el
procesamiento de la informacién, sino que ademas mejora la forma en que los usuarios acceden al conocimiento
existente dentro de los sistemas de gestion de requerimientos.
Adicional no solo se aline6 con los objetivos generales y especificos del estudio, sino que ademas traza una ruta clara
para su futura implementacion, validacién y aplicacion en entornos reales de gestion de requerimientos.
La arquitectura propuesta se basa en evidencia técnica documentada, que valida el uso de modelos generativos
conectados a motores de recuperacién como alternativa eficaz frente a los enfoques tradicionales de preguntas y
respuestas [31]. Para realizar la bisqueda semantica, se seleccioné la base de datos vectorial Qdrant, por su capacidad
para manejar vectores de alta dimension y su compatibilidad con metadatos. Estas caracteristicas la convierten en una
herramienta ideal para sistemas RAG escalables [32]. GitLab permite configurar Webhooks en proyectos para enviar
automaticamente solicitudes HTTP a endpoints externos cuando ocurren eventos relevantes como creacién o
actualizacion de issues. Esta capacidad fue aprovechada en el disefio del agente para activar automaticamente los
flujos en n8n ante cualquier modificacion de requerimientos [33]. Finalmente, [5] subraya el potencial transformador
de la Inteligencia Artificial (1A) para optimizar las tareas de gestion de proyectos, lo que respalda la viabilidad de
implementar un agente inteligente en la empresa de telecomunicaciones.

Justificacion de la alternativa seleccionada.- Esta solucién demostré un alto nivel de cumplimiento en los criterios
clave del proyecto, destacandose en aspectos como automatizacion, escalabilidad y reduccidn del tiempo de basqueda.
En contraste, la alternativa basada Gnicamente en indexacion tradicional obtuvo la puntuacién mas baja, reflejando su
incapacidad para enfrentar los retos semanticos del problema identificado. La segunda alternativa, que proponia el uso
de modelos LLM sin automatizacién, mostro un desempefio intermedio, con buen entendimiento del lenguaje natural,
pero limitada por la intervencién manual requerida por parte del usuario.

La alternativa seleccionada, al integrar un modelo LLM dentro de un flujo automatizado (N8N), ofreci6 una solucién
innovadora, adaptable y con alto impacto en términos de eficiencia operativa. Asimismo, permite escalar su
implementacion a otras areas del negocio, aprovechar repositorios existentes como GitLab, y facilitar la consulta
contextualizada de requerimientos previos sin necesidad de experiencia técnica por parte del usuario final.
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2.2 Recopilacion de datos

2.2.1 Levantamiento informacion mediante encuestas
Recopilacion y andlisis de la informacién.- Para recopilar la informacién necesaria, se disefié un cuestionario
estructurado con preguntas cerradas, orientadas a identificar los principales puntos de dolor relacionados con el acceso
a informacidn histérica, el funcionamiento actual del repositorio y la percepcién sobre la viabilidad de implementar
una solucion automatizada. La encuesta estuvo dirigida a actores clave dentro del proceso de levantamiento de
requerimientos, incluyendo:

o 12 jefaturas departamentales responsables de la generacion de requerimientos.

e 4 analistas de negocio.

e 8 lideres de proyecto.
Lo que represent6 un total de 24 participantes, correspondiente al 100 % de la muestra definida.
Las encuestas fueron aplicadas mediante la herramienta Google Forms, lo cual permitié recopilar los datos de forma
agil, estructurada y estandarizada. Cada formulario estuvo compuesto por 10 preguntas cerradas, lo que facilito el
posterior analisis cuantitativo de las respuestas. Las preguntas se centraron en evaluar la calidad del proceso actual de
bisqueda de requerimientos, asi como el tiempo promedio que los usuarios tardaban en encontrar informacion
relevante dentro del repositorio institucional.
Una vez completada la fase de recoleccion de datos, se procedi6 a su anlisis utilizando herramientas estadisticas
béasicas. A través del calculo de frecuencias y porcentajes, fue posible agrupar las respuestas por bloque temético y
detectar patrones comunes que evidenciaron los principales puntos criticos del proceso. Los resultados fueron
representados mediante graficos que permitieron visualizar de manera clara la percepcion de los distintos perfiles
encuestados, tanto técnicos como no técnicos. Esta diversidad de perspectivas facilité una validacién mas completa
del diagndstico y una comprension integral del problema.
Entre los principales hallazgos, se identificd que un nimero considerable de usuarios experimentaba dificultades
frecuentes para localizar requerimientos previos, lo cual repercutia en la eficiencia del proceso. Asimismo, se
evidencio la necesidad recurrente de realizar multiples iteraciones entre los usuarios y los responsables del proceso
antes de consolidar el requerimiento en el formato DERCAS, como consecuencia de la ausencia de mecanismos que
permitieran consultar de manera rapida y estructurada los requerimientos documentados en proyectos puestos en
produccion. Esta limitacion obligaba a los actores a recurrir a consultas informales. Estos resultados permitieron
confirmar que existia una oportunidad clara de mejora mediante el uso de herramientas tecnolégicas que optimicen la
busqueda y recuperacién de informacion.
Adicionalmente, se llevo a cabo una evaluacion comparativa entre el tiempo promedio de bisqueda reportado por los
usuarios en las encuestas y el tiempo estimado de consulta de un agente inteligente basado en modelos de lenguaje
natural (LLM). Esta comparacién se fundamentd en referencias documentadas de soluciones similares ya
implementadas, donde se evidenciaron mejoras en la recuperacién de informacion. Para el andlisis se consideraron
dos indicadores clave:

e El tiempo promedio que un usuario tardaba actualmente en localizar un requerimiento funcional especifico.

e El tiempo estimado de respuesta de una API conectada al agente inteligente, capaz de entregar resultados

relevantes de forma automatizada y contextualizada.

Para sustentar esta estimacidn, se revisaron estudios recientes como el de [34], en el cual se analizaron estrategias de
optimizacién aplicadas durante la ejecucion de modelos de lenguaje, tales como el escalado dindmico en tiempo de
consulta (latency-aware test-time scaling), que permitieron reducir significativamente los tiempos de respuesta sin
comprometer la precision de los resultados. Esta evidencia respald6 la viabilidad técnica de implementar un agente
inteligente enfocado en la busqueda eficiente de requerimientos.

¢Con qué frecuencia necesita buscar requerimientos previos para iniciar un nuevo proyecto?
25 respuestas

® Siempre
® Frecuentemente
Ocasionalmente

@ Casinunca

Fig. 1. Frecuencia con la que los encuestados necesitan buscar requerimientos.
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Andlisis e interpretacion: La mayoria de los encuestados (72 %) recurrié con frecuencia a requerimientos previos,
lo que evidencié una alta dependencia de informacién histérica.

¢Cuanto tiempo le toma, en promedio, encontrar un requerimiento funcional similar o relacionado
en el repositorio actual?
25 respuestas

@ Menos de 5 minutos
@ Entre 5y 15 minutos
@ Mas de 15 minutos

@ No lo logra encontrar

—

Fig. 2. Tiempo estimado para localizar requerimientos

Anadlisis e interpretacion: El 40 % de los encuestados indic6 que tardaba mas de 15 minutos en encontrar un
requerimiento, lo que evidenci6 dificultades en el acceso y busqueda.

:Con qué frecuencia encuentra ambigiiedad o falta de claridad en los documentos de
requerimientos almacenados?
25 respuestas

@ Muy frecuentemente
@ A veces

@ Rara vez

@ Nunca

Fig. 3. Frecuencia con que se detecta ambiguiedad en los requerimientos

Analisis e interpretacion: El 80 % de los encuestados reportd encontrar falta de claridad en los documentos.

¢Considera que el formato actual de los documentos facilita su lectura y reutilizacion?
25 respuestas

@ Totalmente de acuerdo
@ De acuerdo
@ En desacuerdo

‘ @ Totalmente en desacuerdo

Fig. 4. Opinion sobre el formato actual de los documentos de requerimientos.

Anadlisis e interpretacion: El 60 % expres6 un grado de conformidad con el formato actual, un 40 % manifesto
desacuerdo, lo que indicé oportunidades de mejora en la estructura documental.
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¢Suele depender de otra persona (compafiero, lider técnico, analista) para encontrar o interpretar un
requerimiento previo?
25 respuestas

@ Si, frecuentemente
@ Solo en casos puntuales

@ No

40%

Fig. 5. Dependencia de informacion de otra persona.

Andlisis e interpretacion: El 76 % reconocié depender de otros, para interpretar requerimientos, lo que evidenci6
una necesidad de mejorar la autonomia en el acceso de los documentos.

¢Considera que los requerimientos estén organizados de forma logica en el repositorio actual
(GitLab u otro)?

25 respuestas

®si
@ Parcialmente

@ No

Fig. 6. Opinion de los encuestados sobre la organizacion de los requerimientos.

Anadlisis e interpretacion: Solo el 12 % percibid una organizacion logica en el repositorio actual, mientras que el
88 % expresd desacuerdo, lo que reflejo una mejora en la gestion de requerimientos.

¢Qué medio utiliza con mayor frecuencia para buscar requerimientos anteriores?
25 respuestas

@ GitLab
@ Correo electrénico
@ Preguntando a comparieros

Fig. 7. Medio mas utilizado por los encuestados para buscar requerimientos.

Andlisis e interpretacion: E1 48 % de los encuestados busco requerimientos previos consultando a compafieros.
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¢Ha experimentado pérdida de informacion relevante o falta de versiones actualizadas en los
requerimientos?
25 respuestas

@ si
® No

Fig. 8. Incidencia de pérdida de informacion de los requerimientos.

Anadlisis e interpretacion: El 88 % indico haber experimentado pérdida de informacion.

¢Considera necesario implementar un sistema de bisqueda inteligente que le permita recuperar

requerimientos usando lenguaje natural?
25 respuestas

@ Si, seria muy atil
@® Talvez
@ No lo considero necesario

Fig. 9. Percepci6n sobre un sistema de bisqueda inteligente basado en lenguaje natural para recuperar requerimientos.

Analisis e interpretacion: E1 88 % considerd necesario implementar un sistema de bisqueda inteligente, lo que reflejo
un alto interés por soluciones que optimicen el acceso a requerimientos

¢Qué funcionalidad considera méas importante en una herramienta de bsqueda de requerimientos?

(puede elegir mas de una)
25 respuestas

Interpretacion de lenguaje natural 23 (92 %)
Filtros por proyecto, tipo o 8 (32 %)
responsable
Busqueda de requerimientos 14 (56 %)
similares
Visualizacion rapida y 5 (20 %)
estructurada
0 5 10 15 20 25

Fig. 10. Puntuacion de funcionalidades mas importantes en una herramienta de bisqueda de requerimientos.

Andlisis e interpretacion: La funcionalidad mas solicitada fue la interpretacion de lenguaje natural (92 %), seguida
de la busqueda de requerimientos similares (56 %), lo que confirmé la necesidad de herramientas intuitivas y
orientadas al contexto de la informacion de requerimientos.
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2.2.2 Proceso actual AS-1S

Praceso Creacidn de Requerimiento

FERm——

Tider de Proyecton { Anslista de
Hagasior

Fig. 11. Flujo actual (AS-1S) de creacion de requerimientos.

El proceso de creacion de requerimientos, se iniciaba cuando la jefatura de un departamento identificaba la necesidad
de una mejora o nuevo requerimiento. Como primer paso, la jefatura se reunia con el departamento de procesos con
el objetivo de coordinar la agenda inicial para entender el proceso y aplicar la mejora. Una vez que se realizaba la
reunion con los involucrados, se redactaban los primeros datos del requerimiento funcional, en el documento que
actualmente se maneja llamado DERCAS. Como parte de esta etapa se realizaba un paso fundamental que es la
revision de procesos anteriores o de requerimientos ya en produccion. Esta actividad tenia como propdsito aprovechar
la informacion inicial y evitar la duplicacion de esfuerzos, asi como considerar aspectos técnicos ya identificados en
requerimientos anteriores.

Una vez documentadas las ideas principales del requerimiento, y siempre que estas fueran claras y completas, el
documento era enviado para aprobacion a la jefatura responsable de la mejora. En caso de que el contenido no fuera
suficientemente comprensible, se procedia a revisar nuevamente documentacion relacionada o a retomar sesiones de
revision con los involucrados en el proceso.

Cuando la jefatura aprobaba el requerimiento, este era compartido con el Coordinador de Sistemas. EI mismo que
realizaba una revisién preliminar y asignaba el nuevo requerimiento al equipo responsable. Dicha asignacion
contemplaba la participacion de un lider de proyecto, encargado de validar la informacion técnica, y un analista, quien
revisaba la estructura y redaccion del documento de requerimiento.

Tras el andlisis del documento, si el equipo técnico comprendia correctamente el alcance de lo solicitado, se daba
inicio a la etapa de andlisis del proyecto. En este punto, el lider de proyecto elaboraba un cronograma estimado de
tiempos, el cual era validado por el Coordinador de Sistemas y luego remitido al usuario del area de procesos. Por el
contrario, si durante la revision se detectaban inconsistencias 0 ambigiiedades, el requerimiento era devuelto al sponsor
principal para su correccion y reformulaciéon, con el fin de que fuese reenviado en una version clara.

Dentro de este flujo se evidencid limitaciones relevantes, tales como la falta de herramientas para sistematizar la
revision de requerimientos previos, la ausencia de un repositorio centralizado de requerimientos, y la dependencia de
reiteradas reuniones para avanzar en el entendimiento del requerimiento, con esto se propone un flujo TO-BE en el
cual se centra en la mejora de estas falencias.

2.3Propuesta del flujo automatizado

2.3.1 Alternativas de solucién

Descripcion de las alternativas propuestas.- Para determinar cudl de las propuestas representaba la solucion mas
adecuada al problema, se realiz6 un analisis comparativo mediante la técnica Matriz de Decisién Ponderada, la que
permitio evaluar las opciones segun criterios, entre tres alternativas técnicas, las cuales se orientaron en la mejora del
acceso a los requerimientos funcionales. Esta metodologia permitié comparar de forma estructurada las alternativas
consideradas, asignando un peso a cada criterio y evaluando el grado de cumplimiento por parte de cada propuesta.



15

Las alternativas fueron las siguientes:

e Alternativa 1: Sistema de indexacion sin inteligencia contextual.
Esta opcion consistio en implementar un motor de bisqueda que se base en mecanismos de indexacion y filtrado por
palabras clave. Permitia organizar los requerimientos de manera estructurada por categorias o etiquetas, mejorando la
navegacion entre el repositorio. Sin embargo, no incorporaba interpretacion semantica ni procesamiento del lenguaje
natural, lo que limitaba su capacidad para responder consultas o adaptarse al contexto del usuario en la busqueda.

e Alternativa 2: Uso de modelo LLM con consulta directa (sin automatizacion).
Esta alternativa propuso la incorporacion de un modelo de lenguaje natural (LLM) para interpretar preguntas y ofrecer
respuestas a partir de la informacién que se cargue. Esto mejoraba en la comprension del contenido y permitia formular
preguntas en lenguaje natural, pero se dependia completamente del usuario y la manualidad en la carga de archivos,
iniciar la consulta y gestionar la interaccion.

e Alternativa 3: Agente de bisqueda inteligente con automatizacion mediante flujo N8N.
Esta opcion integré el uso de un modelo LLM dentro de un flujo automatizado disefiado en N8N, conectado
directamente con los repositorios GitLab. El agente se activaba al detectar nuevos archivos o actualizaciones, extraia
la informacién relevante y permitia realizar consultas en lenguaje natural con respuestas estructuradas. Esta alternativa
combind automatizacién, interpretacion de lenguaje natural y retroalimentacion estructurada, adaptandose ademas a
futuras integraciones.

2.3.2 Seleccion de la Propuesta

Evaluacion comparativa mediante Matriz de Decision Ponderada.- En el proceso de evaluacion comparativa, se
utilizé una Matriz de Decision Ponderada para valorar las alternativas propuestas en funcion de criterios técnicos y
operativos. Cada alternativa fue calificada en una escala de 1 a 5, donde 1 representa un bajo cumplimiento y 5 un
cumplimiento dptimo respecto a cada criterio. Esta calificacion refleja el nivel de desempefio de cada alternativa.
Cada criterio fue ponderado segun su relevancia estratégica y técnica, con pesos definidos por los arquitectos del
departamento para asegurar un equilibrio entre factibilidad y valor practico. La suma total fue 1, con la siguiente
distribucion:

Tabla IV. Criterios de evaluacién y peso de alternativas.

Criterio Peso asignado
Integracion con plataformas existentes 0.15
Facilidad de implementacion 0.10
Nivel de automatizacion alcanzable 0.20
Escalabilidad 0.15
Reduccion del tiempo de busqueda 0.25
Costos de desarrollo y mantenimiento 0.15
Total 1.00

Para obtener el puntaje total ponderado de cada alternativa, se multiplicé la calificacion por el peso correspondiente
en cada criterio, y luego se sumaron todos los resultados. Esta metodologia permitié comparar las alternativas de
forma cuantitativa y justificada, combinando tanto el cumplimiento técnico como la relevancia estratégica de cada
dimension evaluada.

Tabla V. Evaluacion ponderada de alternativas tecnol6gicas para busqueda de requerimientos.

Agente de busqueda

Sistema de indexacion Uso de modelo LLM S
L I . . . inteligente con
Criterio Peso sin inteligencia con consulta directa (sin o .
o automatizacion mediante
contextual automatizacion) .
flujo N8N
Integracion con plataformas  0.15 2 (0.30) 3(0.45) 5 (0.75)
Facilidad de implementacion 0.10 4 (0.40) 3(0.30) 4 (0.40)
Nivel de automatizacion 0.20 1(0.20) 2 (0.40) 5 (1.00)
Escalabilidad 0.15 2(0.30) 4 (0.60) 5(0.75)
Reduccion del tiempo de
blisqueda 0.25 2 (0.50) 4 (1.00) 5(1.25)
Costos de 0.15 5 (0.75) 3(0.45) 4 (0.60)

desarrollo/mantenimiento
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Puntaje total ponderado 1.00 2.45 3.20 4.75

Revisién de la mejor alternativa. - Los criterios mas relevantes fueron la escalabilidad, la automatizacion y la
reduccion del tiempo de busqueda, por su alineacion con los problemas detectados inicialmente. Aunque también se
consideraron el costo y el tiempo de desarrollo, su ponderacion fue menor. La alternativa de indexacion sin inteligencia
contextual obtuvo el puntaje mas bajo por su enfoque tradicional. La opcién con LLM sin automatizacién logré una
puntuacién intermedia, limitada por su dependencia manual. En cambio, la propuesta con agente inteligente
automatizado mediante N8N alcanz6 la mayor valoracion (4,75), destacando por su escalabilidad, integracion y
capacidad de automatizacién. Se concluy6 que esta era la opcion mas adecuada técnica y estratégicamente, por lo que
fue seleccionada como base del disefio de solucion.

2.3.3 Disefio del flujo
Flujo envio de informacion Gitlab- Qdrant

W-&5—-0

Nuevo / Webhook
Actualiza

requerimiento

Fig. 12. Flujo envio informacién de Gitlab

El disefio definié un flujo automatizado para el procesamiento de requerimientos desde su creacion o edicién en
GitLab. Su objetivo fue integrar documentos en una base de datos vectorial, permitiendo busquedas semanticas
mediante un modelo de lenguaje LLM. Implementado en N8N, este flujo actué como orquestador y ejecutd
automaticamente operaciones como validacién, descarga, extraccion, vectorizacién y almacenamiento tras cada
evento registrado en GitLab. A continuacion, se describen sus componentes, herramientas y funciones principales.
Evento GitLab.- Al crear o editar un issue en GitLab, se activaba automaticamente un webhook previamente
configurado, que enviaba los datos del evento al sistema automatizado. Esta configuracion se realizaba en Projects —
Settings — Webhook, donde se registraba la URL del flujo en N8N y, de forma crucial, se activaba el evento issues,
indispensable para que el flujo se ejecutara correctamente.

Para asegurar una automatizacion efectiva y facilitar la basqueda por parte del agente, se definieron estandares que
cada issue debia cumplir. Estos incluian:

e Titulo: Debe ser corto y bien especifico.
e  Descripcion: Un resumen claro del motivo de creacién del issue.
e Documento adjunto: Documento adjunto con un nombre especifico “DERCAS.pdf”.
e Label: Para este disefio se le asociaria “Requerimiento”.
Webhooks

Webhooks enable you to send notifications to web applications in response to events in a group or project. We recommend using an integration in preference to a webhook.

Webhooks f; 0

Name (optional)

Carga de Documento ‘

Description (optional)

URL

| http://localhost:5678/webhook-test/nuevo-dercas

Fig. 13. Creacion webhooks
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Select labels Clear
Q L ch |
v Proyecto 1

Fig. 14. Creacion Labels.

e Webhook en N8N.-EI flujo en N8N comienza al recibir ese webhook via POST. El nodo inicial captura los
datos enviados por GitLab, incluyendo el project_id y el id del issue. Este evento es en el nodo inicial del
flujo N8N.

e  Obtencion detalles.-Con los identificadores del proyecto y del id issue, el flujo realiza una solicitud HTTP
ala APl REST de GitLab para obtener informacién completa del requerimiento: titulo, descripcion, etiquetas
y enlaces a archivos adjuntos. Todo esto realizado mediante una configuracion realizada en este nodo donde
tiene la url del api de Gitlab.

e Validar nombre del archivo.-Se analiza el contenido de la descripcion del issue para extraer la URL del
archivo PDF. Se valida que el archivo tenga exactamente el nombre del archivo a extraer. Si no coincide, el
flujo se detiene. Esta validacion se realiza dentro del mismo nodo que extrae el archivo.

e Descargar documento.-Si el archivo es valido, se realiza una descarga del documento desde GitLab
mediante una solicitud HTTP. El archivo PDF, con esto se enviara al siguiente nodo para que continue el
flujo

e Preparar metadatos.-Se genera un objeto JSON que contiene los metadatos relevantes del requerimiento,
incluyendo el titulo del issue, el nombre del proyecto, la fecha del evento y la URL del archivo. Este JSON
acompafiara al archivo para su procesamiento.

e Procesar documento.-Se realiza una solicitud HTTP POST al endpoint /procesar_pdf, enviando el archivo
mas los metadatos. El método recibe este contenido y comienza el procesamiento.

e  Este método extrae el texto del documento PDF usando la herramienta pdfplumber, luego convierte el texto
en vectores semanticos teniendo lista la informacidn para bitacorizar en Qdrant.

o Debido a que la informacidn obtenida es extensa, esta informacion se divide en fragmentos de 200
palabras maximo, se detalla ejemplo.

Tabla VI. Fragmento palabras

Fragmento de 200 palabras

"id": "frag-001",
"vector": [0.12,0.98, ...],
"payload": {
"titulo": "Proyecto Pedidos",
"tipo": "Requerimiento”,
"fecha": "2024-09-15",
"contenido": "El sistema permite crear pedidos para el personal de

e Para generar los vectores semanticos, se utilizd el modelo all-MiniLM-L6-v2 que es una libreria, que
transforma texto en vectores de 384 dimensiones. Este modelo fue seleccionado por su eficiencia, precisién
y compatibilidad con sistemas de busqueda seméantica como Qdrant.

e Una vez generados estos fragmentos son enviados para su almacenamiento tal como se indica en el siguiente
punto.

e Guardar en Qdrant.- Finalmente, los vectores generados junto con su contexto se almacenan en la base de
datos vectorial Qdrant. Esto permite realizar busquedas seménticas por similitud en futuras consultas de
usuario.
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e  Antes de poder hacer los registros se creo la coleccion donde se determina la distancia Coseno que es la mas
adecuada para Qdrant garantizando una recuperacion mas precisa y coherente del contenido de informacién
e A continuacién, se detalla un ejemplo grafico de la vectorizacion y almacenamiento.

, | Textolargo |
| extraidos |
Documento _
DERCAS Fragmento — vector W
, GRER
Metadatos A
| Titulo | T
 — —» vector |
| Tipo |
| Fecha ]

Fig. 15. Flujo vectorizacidn en gdrant.

Para los proyectos actuales se analiz6 generar la informacién histérica de estos con un solo documento integrado por
proyecto que fue proporcionado por el departamento de procesos que realizd esta tarea por el mismo tema de que no
se tenia informacion a la mano de mayoria de estos proyectos, estos documentos contienen las diferentes
funcionalidades que se aplicaron a cada uno de estos. En conclusion, una vez obtuvo estos documentos se agregaron
a un issues cumpliendo asi con la carga automatica al dispararse el webhook que inicia este flujo.

A continuacion, se detalla un gréfico del flujo en N8N.

v

a0} {ur terfut {or 1o

Webhook - Nuevo Obtener Detalles Extraer Enlace de Archivo  Descargar Archivo Preparar JSON para Procesar PDF Guardar en Qdrant
Requerimiento Qdrant c 0S oc 0

Fig. 16. Flujo N8N automatizacion.
2.3.4 Herramientas

Tabla VII. Herramientas y Uso.

Herramienta Uso en el disefio

N8N Orquestador de flujos de automatizacion

GitLab API Fuente de datos (issues y adjuntos como DERCAS)

Qdrant Base de datos vectorial para almacenamiento y recuperacion por
similitud

LLama Generacion de respuestas en lenguaje natural a partir del contexto

Pdfplumber Biblioteca de extraccion de texto desde documentos PDF

all-MiniLM-L6-v2 Libreria para generar vectores de carga y consulta
Bizagi Modeler Para modelo de flujo de procesos
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2.3.5 Especificaciones.

Técnicas. - Este disefio se basa en una arquitectura modular e integrable, orientada a facilitar el acceso a informacion
de requerimientos funcionales dentro de una empresa de telecomunicaciones. Entre las principales caracteristicas
técnicas del sistema propuesto se incluyen:

Automatizacién de flujos con N8N para la recoleccién estructurada de datos y documentos asociados desde
GitLab mediante APl REST.

El flujo n8n puede incorporar nodos de validacién y reintento para manejar errores cComo respuestas vacias,
formatos malformados o caidas temporales del servidor LLM o la base vectorial.

Técnicas de vectorizaciéon en Qdrant y modelos de lenguaje con Llama, que permiten representar el contenido
de los requerimientos de manera semantica.

Para mejorar la calidad de la vectorizacion, los documentos extraidos desde GitLab son divididos en
fragmentos de tamafio razonable, asegurando que los vectores representen unidades coherentes de
significado.

Una arquitectura basada en RAG (Retrieval-Augmented Generation), que combina busqueda vectorial en
Qdrant con generacion de respuestas en lenguaje natural.

El disefio utiliza el modelo Llama para la generacion de respuestas en lenguaje natural, ejecutado en el
entorno del proyecto, sin depender de servicios externos.

Consideraciones Eticas y Legales

Todos los datos utilizados en esta investigacion provienen de entornos controlados, sin afectar operaciones
reales ni comprometer informacion sensible de la empresa.

No se procesaron datos sensibles ni personales de usuarios, conforme a lo establecido en normativas de
proteccion de datos. La informacion fue limitada a requerimientos funcionales, sin incluir nombres,
identificadores u otra informacion personal.

Se utilizaron exclusivamente herramientas open-source (como GitLab, Qdrant, N8N y Llama), en
cumplimiento con sus respectivas licencias de uso y términos comunitarios.

El disefio no expone datos hacia internet ni usa servicios de terceros. Todo el procesamiento debe ser dentro
de redes privadas, lo que cumple con politicas de confidencialidad de empresas de telecomunicaciones.

El modelo de lenguaje no fue ajustado con datos sensibles ni entrenado con informacion privada. Su uso se
limita a generacion de lenguaje sobre datos previamente controlados.

Se considera la necesidad de establecer gobernanza de datos a futuro para el uso de inteligencia artificial
dentro de la organizacién. Aunque este disefio no abarca directamente una politica de gobernanza, se
reconoce la importancia de definir responsabilidades, limites de uso y criterios éticos en futuras fases de
implementacion.

Todas las respuestas generadas pueden ser rastreadas hasta el contexto exacto que las origind, permitiendo
asi una auditoria y revision identificando asi la transparencia y fiabilidad de la informacion proporcionada
de parte del agente.
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2.4 Disefio del agente de busqueda
2.4.1 Arquitectura

<

Usuario
Envia

pregunta
en texto

—~&-|BE @ | — Lava

by OQOMeta
Webhook Qdrant
Envia el genera recupera Genera
preguntaa pmbedding vectores respuesta
en texto (vector) similares
Consulta
vectorial
{idx H vector |-,

@]—l vector }—w’ Carga
g ;)@

[KLXH vector J
-

[ Fecha )
Metadato

Fig. 17. Diagrama de interaccién entre componentes.

Consulta El flujo de consulta inicié cuando un usuario realiza una pregunta en lenguaje natural. Esta consulta
se envia como una peticion HTTP POST al endpoint de N8N que esta expuesto en el webhook del flujo de
consulta.

La consulta al sistema puede ser integrada desde cualquier interfaz frontend de la empresa que permita
realizar solicitudes HTTP, como aplicaciones web, méviles o bots conversacionales.

Esto es posible gracias a que el flujo en N8N expone un webhook accesible via HTTP, el cual acepta datos
en formato JSON.

Al tratarse de una API abierta, cualquier cliente capaz de realizar una peticién POST puede enviar la pregunta
del usuario y recibir la respuesta generada por el modelo Llama.

Esta arquitectura facilita la incorporacion de la solucion en mdltiples canales, sin acoplamiento directo con
la légica interna del procesamiento.

Webhook - Consulta Usuario. - El flujo comienza con el nodo Webhook en N8N, el cual recibe una consulta
enviada por el usuario. La entrada debe ser una solicitud HTTP POST que contenga el texto de la pregunta
en formato JSON bajo el campo ‘consulta’.

Vectorizar Consulta. — Convierte la pregunta del usuario a vector usando un endpoint de modelo de
embedding SentenceTransformer(“all-MiniLM-L6-v2"). A continuacién, un ejemplo.

Tabla VIII. Ejemplo de Vector

Vector

"vector": [
0.03989684581756592,
0.06593604385852814,
-0.010924134403467178,
0.008360879495739937,
-0.07364846020936966,
0.03933945298194885,
0.11244940012693405,
-0.009591905400156975,
0.06352280080318451]

Buscar en Qdrant.- El contenido de la consulta se envia al endpoint /qdrant/search que interact(a con la
base de datos vectorial Qdrant. En este punto, el texto se vectoriza y se ejecuta una busqueda seméantica sobre
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los vectores previamente cargados a través del flujo de carga. Teniendo como resultado una lista de texto
relevantes que sirven como contexto.

Tabla IX. Vector Consulta y Resultado
El resultado de la busqueda devuelve informacion en el siguiente formato.

"result": [

{

"id": 0,

"version": 0,

"score": 0.5519424,

"payload": {

"texto": "El sistema debe permitir la gestidn de usuarios a través de roles."
¥

}

e Pasar pregunta. - Extrae Unicamente la pregunta original desde el Webhook y la formatea como nuevo
objeto.

e Unir Pregunta mas resultado. — Este nodo consiste en tener una estructura combinada que contiene tanto
la pregunta como los textos relevantes para generar la respuesta. Esta informacion proviene de los nodoso
Pasar pregunta y Buscar en Qdrant, teniendo como resultado un json con la informacidn unificada.

e Generar Respuesta con Llama. - La pregunta original del usuario y el contexto recuperado desde Qdrant
se envian al endpoint /llama/responder. Este endpoint consulta al modelo Llama, que genera una respuesta
textual coherente y relevante utilizando la informacién semantica recuperada. La respuesta es enviada de
vuelta al flujo y puede devolverse al usuario directamente o mostrarse a través de una interfaz.

e A continuacion, se detalla una figura del flujo descrito en N8N.

e Limpiar Texto. — Hace una depuracidn del texto eliminando caracteres y saltos de linea deméas dejando un
texto disponible para devolver.

e Responder. - Devuelve la respuesta generada al cliente original, al tener este tipo de nodo el canal que envié
la peticién esperara la respuesta del flujo N8N.

Pasar Pregunta\

e

T L e

Webhook - Consulta Vectorizar Pregunta Buscar en Qdrant Pregunta mas resultados  Genera Respuesta con Limpia texto Responder
Usuario LLaMA

Fig. 18. Diagrama de interaccion respuesta Llama

En resumen, se plante6 una solucién pensada para ayudar a las personas que necesitan acceder rapidamente a
informacion de proyectos anteriores. Esta propuesta busca que el proceso sea mas sencillo, claro y ordenado,
aprovechando herramientas que permiten encontrar la informacion sin tener que buscarla manualmente. Ademas, se
penso de forma flexible para que pueda adaptarse a otras areas o necesidades similares. En el siguiente capitulo se
mostraran los resultados que se obtuvieron al probar esta idea, y como podria mejorar el trabajo que hoy en dia hacen
los equipos dentro de la organizacion.



CAPITULO 3
3. RESULTADOS Y ANALISIS
3.1 Presentacion de la solucion

A continuacién, se describe la solucion propuesta para mitigar el problema identificado, la dificultad de acceso rapido
y preciso a los requerimientos funcionales de proyectos en una empresa de telecomunicaciones. La propuesta consiste
en el disefio de un agente de busqueda inteligente, capaz de procesar consultas en lenguaje natural, buscar en una base
de datos vectorial, y retornar resultados relevantes y contextualizados. El disefio integra herramientas de
automatizacion, procesamiento de lenguaje natural y recuperacion de informacién semantica, también obtener la
informacion de primera instancia para que mediante un flujo automatizado en N8N envie esta informacién a una base
en Qdrant de donde se obtendra la informacion de las consultas que se realicen.

Esto reduce la dependencia de personal técnicos, mejora la productividad en areas de andlisis y desarrollo, y disminuye
la posibilidad de omitir requerimientos criticos.

La solucion propuesta se centra en un disefio que demuestre la viabilidad técnica de un sistema automatizado e
inteligente para el acceso a requerimientos. La propuesta incluye los siguientes elementos clave:

Gitlab como fuente estructurada de documentos técnicos y requerimientos oficiales.

N8N, como flujo automatizado para obtener la informacién de documentos enviados desde Giltab.

Qdrant, una base de datos vectorial para el almacenamiento seméantico de requerimientos.

Un modelo de lenguaje LLM, como Llama, para procesar consultas en lenguaje natural.

El sistema inicia con una consulta, por ejemplo: ¢ Cudles son los requisitos para el modulo de facturacién digital? Esta
entrada es procesada y enviada a través de un flujo automatizado, desarrollado en N8N, que transforma la consulta en
un vector numérico representativo.

Este vector se compara contra los vectores previamente almacenados en la base Qdrant, que representa requerimientos
obtenidos de los documentos extraidos desde GitLab. Los resultados més relevantes basados en similitud semantica
son devueltos al sistema, y una respuesta en lenguaje natural es finalmente presentada al usuario.

3.2 Resultados de validacion, pruebas o simulaciones

Se realizaron varias pruebas en un entorno simulado. Estas pruebas del flujo automatizado nos ayudaron a validar el
comportamiento del mismo, validar el tiempo que se tarda en dar una respuesta, y si la informacién que entrega el
agente este contextualizada.

Las simulaciones se hicieron a través de Postman, donde se enviaron preguntas al flujo automatizado creado en N8N.
Este flujo simuld lo que haria el agente inteligente: recibid la pregunta, busco la informacién de los vectores
relacionados y generd una respuesta basada en la informacion disponible.

A continuacion, se muestran los principales resultados obtenidos durante estas pruebas:

e Tiempos de respuesta por cada parte del flujo. - Se midi6 cuanto tiempo toma cada paso desde que el sistema
recibe una consulta hasta que entrega la respuesta final. En promedio, todo el proceso duré menos de 6
minutos, lo cual representa una mejora significativa frente al proceso actual, donde las personas pueden tardar
mas de 1 dia buscando informacion similar o incluso no llegar a encontrarla.

Tabla X. Tiempos de respuesta en Flujo de Automatizacion N8N

Etapa del flujo Tiempo promedio (segundos)
Vectorizacion de la consulta 10-15
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Busqueda semantica en Qdrant 8-12

Procesamiento de resultados 10

Generacion de respuesta con LLaMA 240-300

Limpieza del texto y respuesta final 15-20

Total del flujo (promedio) 360 segundos (6 minutos)

Estas son algunas de las preguntas enviadas al sistema y las respuestas que genero en cada caso. También se indica el
tiempo que tomo procesar cada una:

Tabla XI. Tiempo de respuesta entre consulta

Consulta realizada Tiempo de respuesta Respuesta generada

¢Qué requerimientos tiene el proyecto 44 segundos Médulos de solicitud, aprobaciéon y

de pedidos? seguimiento de érdenes.

¢ Qué se implement6 en trazabilidad? 47 segundos Geolocalizacién y registro de eventos por
activo.

;Quién lider6 el mddulo de instalacién? 46 segundos Responsable: Coordinador de Operaciones.

Estas respuestas fueron Gtiles y coherentes con el contenido de los documentos almacenados, lo que demuestra que el
sistema puede entregar informacion relevante sin necesidad de intervencion humana.

El nuevo flujo automatizado logré reducir la dependencia de otras personas, acortar tiempos de revision documental
y mejorar la calidad de las respuestas.

4 *~—
/7 v N\

Pasar Pregunta

N

A et |
&K o -+ @ o Q. " ——n ) o " ol K "G
v v v v v v v
Webhook - Consulta Vectorizar Pregunta Buscar en Qdrant Pregunta mas resultados Genera Respuesta con Limpia texto Responder
Usuario LLaMA

Fig. 19. Flujo automatizacion ejecutado

Asimismo, para que el sistema pudiera entregar respuestas relevantes, se alimentd previamente la base de datos
vectorial con requerimientos reales extraidos de proyectos. Para esta tarea se utilizé un script en Python, que convirtio
cada texto en un vector mediante un modelo semantico (SentenceTransformer) y lo insert6 en la coleccion de Qdrant.

Trom qdrant_client Import QdrantClient
from gdrant_client. import Pointstruct
from sentence_transformers import SentenceTransformer

client = QdrantClient (host="1
model = SentenceTransformer (

collection name = "reguerimientos_tesis"

| Jtextos = [

points = []
[ Hfor idx, texto in enumerate (textos):
f vector = model. (texto) . O
points. (Pointstruct(id=idx, vector=vector, payload={"texto": texto}))

client. (collection name=collection name, points=points)

print(f"[@ {len(points)} requerimientos insertados en Qdrant.")

Fig. 20. Insercion de requerimientos vectorizados en la coleccion Qdrant

Este proceso permitio tener una base de conocimiento previamente vectorizada, lo cual fue fundamental para que el
agente pudiera realizar busquedas semanticas eficaces y responder consultas con base en similitud contextual.
Como parte del flujo automatizado, se configuré un webhook de tipo POST en la plataforma N8N. Este webhook
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actlia como punto de entrada para recibir consultas por parte de los usuarios, ya sea desde herramientas como Postman
o0 desde una interfaz. Cada vez que una pregunta es enviada, el sistema la redirecciona automaticamente hacia los
siguientes componentes del flujo para su procesamiento semantico.

& Webhook - Consuita Usuario o=

Settings Docs

TestURL  Production URL 1
=0 hip:inocaihost:5678/webhook-test/consulta_usuario

HTTP Method

Pull in events from Webhook POST

m -

Options

Add option regunta”: “Como

® 1 wish this node would...

Fig. 21. Configuracion del Webhook para recepcion de consultas de usuario en N8N

Una vez que el sistema recibe la consulta del usuario, el siguiente nodo consiste en transformar esa pregunta en una
representacion que pueda ser entendida por el modelo. Para esto, se utiliza un componente encargado de convertir el
texto de la pregunta en una secuencia de nimeros. Esta transformacion permite que la informacién pueda ser
comparada con otras ya almacenadas, buscando asi similitudes que ayuden a encontrar respuestas mas acertadas.

El sistema traduce la pregunta a un lenguaje interno, basado en nimeros Ilamado conjunto de vectores, que le facilita
identificar patrones comunes entre preguntas nuevas y antiguos requerimientos.

ﬁ @® Vectorizar Pregunta A Execute step
NPUT Q Schema Table  JSON JUTPUT © 0 Q Schema Table JSON r
Settings Docs 2 «
e S
& Webhook - Consulta Usuario Authentication
. None [

URL

http://127.0.0.::5000/vectorizar
Ignore SSL Issues (insecu : 45298194885 ,

Response Format

JSON

JSON/RAW Parameters

Options

Add option

Send Binary File

Fig. 22. Transformacion de la pregunta del usuario en una representacion numérica para su andlisis

Después de transformar la pregunta del usuario en un conjunto de valores numéricos, el sistema compara esa
informacion con los datos previamente almacenados en su base de conocimiento. Este proceso se conoce como
bisqueda semantica, y lo que hace es encontrar coincidencias en funcién del significado, no necesariamente de las
palabras exactas. En este caso, el sistema consulté la coleccién de requerimientos en Qdrant y encontrd varios
fragmentos relevantes que tenian relacion con la consulta enviada.
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' @ Buscar en Qdrant m

OUTPUT @ @ Q  Schema Table JSON |#

NPUT Q Schema Table JSON
Settings Docs& «
a
@ Vectorizar Pregunta Authentication
a
I r None [
. {
N ' Request Method “result”: [
ector™: [
B ¢ POST
URL
hitp://localhast:8000/callections/requerimientos_tesis/points/search . .
payload™:
texto” El sistema debe permitir la gestidn
Ignore SSL Issues (Insecure) o
de usuarios a través de roles.
Response Format @ i | Finea Expression p
JSON "id": 4,
"version™: @,
JSON/RAW Parameters “score”:
aQ “payload™: {
“texto™: “Debe haber integracién con Gitlab
Options para visualizar cambios en

Add option

E ! Send Binary File o
.. . - T iy

Fig. 23. Busqueda semantica en la coleccion en Qdrant

Una vez identificados los resultados mas cercanos en la base de conocimiento, el sistema necesita reorganizar los
datos para que puedan ser utilizados en la siguiente etapa. Este nodo toma la informacidn recibida y la prepara para
continuar con el flujo.

Este nodo, aunque no realiza ninguna transformacion, es fundamental para mantener la secuencia ldgica del flujo,
asegurando que tanto la pregunta original como los textos encontrados estén disponibles para que el sistema pueda
generar una respuesta completa y coherente.

INPUT Q,  Schema Table JSON ~ QUTPUT @@ Q Schema  Table JSON &
Settings Docs 2« |
& Webhook - Consulta Usuario This node does not have any parameters
4
a [
“headers™: {
“headers”: {
“content-type™: “application/json”,
“user-agent™: “PostmanRuntime/7.44.1%,
“accept”: "/,
“postman-token”: “7ff6b038-fc7c-4904-8387-
983cb6Balaee” ,
host*: *localhost
R . “host™: “localhos
accept-encoding™: "gz
5 br
connection®: “keep-alive®,
“content-length”: "58"
z - L
params”:
R “params”: {
query™: {
B query”: {
body " N
body™: {
“pregunta™: “Como se gestionan los requerimientos”
“pregunta”: “Como se gestionan los requerimientos”
“webhooklUrl~: “http://localhost: 5678 webhook- o
. "webhookUr1": “http://localhost:5678/webhook-
test/consulta_usuario”
- test/consulta_usuario”,
“executionMode™: “test"
} “executionMode” “test
1
v 9
| ———— S Em S B S s s | S ——————

Fig. 24. Nodo que transfiere la pregunta y los resultados hacia el generador de respuesta

Después de recuperar los textos mas relacionados con la pregunta, el sistema los une con la consulta original. Esta
combinacion permite entregar al modelo toda la informacion relevante, asegurando que la respuesta final sea clara,
coherente.

En esta etapa, el sistema construye una respuesta utilizando un modelo de lenguaje. Para que esta generacion sea
precisa, se definié un mensaje inicial conocido como prompt que le indica al modelo que debe responder Gnicamente
con base en los textos entregados como contexto, sin inventar ni salirse del tema. Esta técnica ayuda a asegurar que
las respuestas sean claras, Utiles y directamente relacionadas con lo que el usuario consulto.




26

€ Back to canvas

2o Pregunta mas resultados m

INPUT Q  Schema Table JSON ) OUTPUT @ @ Q  Schema Table JSON |/
Para Settings Docs 2 « ,
-3 Pasar Pregunta 1it Mode
[ a Combine [ -
{ {
z ms {
“headers™: { Combine By headers™: (
: “content-type": “application/json”,
“content-type”: “application/json”,
P 2 Position ~user-agent™: "PostmanRuntime/7.44.1%,
“user-agent”: “PostmanRuntime/7.44.1",
"accept™: “e/av,
“accept™:
Nomber of inpus “postman-token™: "7ff6bA38-fc7c-4904-8387-
“postman-token™: “7f6bO38-fc7c-4904-8387-983cbb8alaee" ,
2 983cb6Balaee",

“host": "localhost:5678",
“"host”: “localhost:5678",

“accept-encoding”: "gzip, deflate, br”,
Options “accept-encoding”: “gzip, deflate, br™,

“connection”: “keep-alive”,

“content-length”: 58" “connection”: “keep-alive",
) “content-length™: “58"
“params": { Add option L I
) “params”:
“query”: { b
} “query™: {

b %
"body™: { “body™: {
"

“pregunta”: “Como se gestionan los requerimientos"
) “pregunta”: “Como se gestionan los requerimientos”
: L
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Fig. 25. Combinacion de la pregunta original con los resultados encontrados
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Fig. 26. Configuracion del modelo LLaMA con un prompt guiado para generar la respuesta final.

Antes de mostrar la respuesta al usuario, el sistema ejecuta un nodo de limpieza el cual permite filtrar elementos
innecesarios y unir adecuadamente los fragmentos generados por el modelo, asegurando que el mensaje final sea claro,
sin errores ni repeticiones. De esta forma, se mejora la calidad del texto que el usuario recibe.
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Fig. 27. Proceso de limpieza de texto antes de enviar la respuesta al usuario

Finalmente, el sistema entrega la respuesta al usuario. Este paso ocurre mediante un nodo que toma el mensaje ya
limpio y lo envia a través del webhook que origind la consulta. De esta manera, quien hizo la pregunta recibe un texto
claro, atil y contextualizado.

Settings Docs &«

Limpia texto

Respond With
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Options

Put Response in Field
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a informacidn act da sobre w

Fig. 28. Nodo de respuesta que entrega el resultado al usuario

La ejecucion completa del flujo permitié comprobar que la solucion disefiada funciona de forma coherente y entrega
respuestas claras en un entorno controlado. Estos resultados confirman que el agente es capaz de procesar una
pregunta, buscar informacion relacionada y generar una respuesta comprensible.

3.3 Comparacion entre el modelo actual y el modelo propuesto

3.3.1 Proceso TO BE

Durante el levantamiento de informacion se evidenciaron limitaciones en el modelo actual de bisqueda y consulta de
requerimientos funcionales. Estas limitaciones se traducian en tiempos elevados de busqueda, ambigiedad en la
redaccion y falta de trazabilidad de los requerimientos ya utilizados. Por ejemplo, en muchos casos era necesario
consultar a otros colaboradores, revisar manualmente proyectos previos y depender del conocimiento individual
acumulado.

Con la implementacion del nuevo modelo propuesto, estas tareas se automatizaron mediante un agente inteligente que
busca, interpreta y entrega informacién relevante de forma inmediata. Esta transformacién se tradujo en una mejora
significativa en la eficiencia del proceso, especialmente al reducir el tiempo promedio estimado de consulta de 45
minutos (en el modelo actual) a menos de 7 minutos con el modelo automatizado.
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Elemento evaluado

Modelo Actual (AS-IS)

Modelo Propuesto (TO-BE)

Busqueda
similares

de

requerimientos

Tiempo promedio de respuesta
Fuente de informacion

Reutilizacién de informacion

Claridad de informacion

Colaboracién entre areas

Manual, dependiente del criterio
individual

45 minutos

Parcial, no centralizada

Baja, con esfuerzo significativo
Variable

Limitada, por diferencias en la
interpretacion

Automatizada, basada en similitud
semantica

6 a 7 minutos (ejecucion validada)
Integrada y accesible desde una
Unica fuente

Alta, basada en vectorizacion y
recuperacion semantica
Enriquecida con
contextualizados
Facilitada por acceso comun a datos
y lenguaje unificado

datos

Escalabilidad

Baja, no replicable féacilmente a
otros procesos

Alta, gracias al disefio modular y
reutilizable del agente

Tetaturs

Resuerimenston

Procesn Creaciin 4 Requerimienta

Fig. 29. Diagrama de Proceso TO- BE integracion de Agente contextualizado LLM

En conclusidn, al comparar el proceso actual con el modelo propuesto, se observa una mejora evidente en la forma en
que se consultan los requerimientos. Antes, esta tarea dependia mucho de la memoria o experiencia del equipo, lo que
generaba demoras e incluso errores. Con el nuevo disefio, se facilita el acceso a informacion ya existente y se ahorra
tiempo. Estos cambios no solo atienden el problema identificado, sino que demuestran que la solucién planteada puede
aplicarse también a otros procesos dentro de la empresa.

3.4 Discusion

Los resultados obtenidos evidencian la viabilidad técnica y operativa del agente inteligente de busqueda disefiado, que
integra flujos automatizados en N8N, vectorizacion con Qdrant y generacidn de respuestas en lenguaje natural
mediante el modelo LLaMA. Esta solucion permitié automatizar la recuperacion de informacién desde documentos
DERCAS almacenados en GitLab, optimizando asf el acceso a requerimientos funcionales histéricos.
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Durante las pruebas, se observ6 una reduccién significativa en el tiempo de respuesta, pasando de un promedio de 45
minutos a 6-7 minutos, lo cual representa una mejora considerable en la eficiencia operativa del proceso. Este hallazgo
cumple con los objetivos, que planteaba disefiar una arquitectura que conecte modelos de lenguaje natural con la
informacion almacenada, para entregar respuestas contextualizadas a los usuarios.

Comparado con el modelo AS-IS, el sistema propuesto (TO-BE) mejord en multiples dimensiones:

La busqueda de requerimientos similares pasd de ser manual y subjetiva a un proceso automatizado, basado
en similitud semantica.

Se incrementd la claridad y reutilizacién de la informacion, gracias a la estandarizacion de etiquetas,
estructuras minimas y metadatos.

La solucidn se disefié con un enfoque escalable y modular, permitiendo su replicabilidad a otros procesos de
la organizacion.

El agente esta enfocado para que cualquier usuario pueda hacer uso del mismo, reduciendo la dependencia
de personas y el acceso a la informacién.

Sin embargo, también se identificaron limitaciones relevantes que deben considerarse en futuras iteraciones:

La calidad y estandarizacion del contenido en los archivos DERCAS influye directamente en la calidad de la
vectorizacion; documentos mal estructurados generan resultados menos precisos.

El uso de herramientas como Qdrant y LLaMA requiere una infraestructura robusta, lo cual puede representar
una barrera técnica para entornos de bajo presupuesto o con recursos limitados.

La complejidad en la configuracion del flujo N8N, especialmente en la validacidn de parametros, manejo de
errores y orden de ejecucion, puede dificultar su mantenimiento sin personal capacitado.

Se identifico una oportunidad de mejora en el enriquecimiento del prompt utilizado por el modelo LLaMA,
lo que abre camino al uso de técnicas més avanzadas de prompt engineering.

3.5 Conclusiones

El disefio del agente inteligente de bdsqueda permiti6 validar técnicamente la viabilidad de integrar herramientas de
automatizacion N8N, bases vectoriales Qdrant y modelos de lenguaje LLaMA para facilitar el acceso a requerimientos
documentados en entornos reales de desarrollo de software.

Entre los principales hallazgos se destacan:

Se logré vectorizar exitosamente informacion extraida desde GitLab (issues y archivos DERCAS), lo que
permitié almacenarla en una base vectorial semantica consultable.

La arquitectura disefiada permitié realizar blsquedas en lenguaje natural, entregando respuestas
contextualizadas que se basaban exclusivamente en la informacion disponible en la base de requerimientos.
El flujo automatizado en n8n demostrd un alto grado de adaptabilidad, permitiendo coordinar la interaccion
entre modulos sin necesidad de desarrollo adicional complejo.

Se evidencié que la calidad de las respuestas generadas por el modelo LLaMA depende directamente de la
riqueza del contexto proporcionado y de una formulacion clara del prompt.

Logros alcanzados

Se cumpli6 con éxito cada uno de los objetivos especificos definidos en la tesis, incluyendo la estandarizacion
del uso de GitLab, el disefio del flujo inteligente y la validacién de la consulta a través del modelo LLaMA.
Se establecié una arquitectura funcional que demuestra como un sistema RAG (Retrieval-Augmented
Generation) puede implementarse de tal forma sin depender de soluciones comerciales externas.

Se consiguié mantener trazabilidad de cada etapa del flujo, desde la entrada de la pregunta hasta la respuesta
devuelta al usuario.

El disefio permite automatizar tareas repetitivas y reducir la dependencia de bisquedas manuales, generando
respuestas contextualizadas que hubieran requerido intervencion humana en el proceso tradicional.

Se demostro que la solucion es viable y funcional bajo la infraestructura técnica disponible en la empresa,
cumpliendo principios de seguridad de la informacion acordes con normativas establecidas en la misma.



CAPITULO4

4. CONCLUSIONES Y RECOMENDACIONES

4.1 Conclusiones

Al finalizar el disefio propuesto, se lograron validar los componentes esenciales de una arquitectura de busqueda
inteligente para facilitar el acceso de informacion a requerimientos funcionales dentro de una empresa de
telecomunicaciones. A continuacion, se presentan los hallazgos mas relevantes y su relacion directa con los objetivos
especificos del proyecto.

Se identificaron los principales puntos de dolor en los procesos de blsqueda de requerimientos,
especialmente en cuanto a ambigiiedad en los documentos, pérdida de informacidn (til y largos tiempos de
respuesta, esto se identificd mediante encuestas y andlisis cualitativo el cual se evidencio la necesidad de
mejorar el acceso a requerimientos histdricos tanto para los equipos técnicos como de negocio.

Se logré estandarizar la forma en la que se registra la informacién de los proyectos en GitLab, a través de la
organizacion logica de issues, etiquetas y adjuntos estructurados como los documentos DERCAS,
permitiendo establecer una base ordenada para su posterior vectorizacion y bisqueda.

Se definieron flujos automatizados en N8N que integran GitLab, Qdrant y el modelo de lenguaje Llama,
permitiendo responder preguntas en lenguaje natural con informacién contextual proporcionada del
repositorio Gitlab, demostrando que es posible interpretar consultas y generar respuestas coherentes basadas
en el contenido almacenado.

4.2 Recomendaciones

Tras culminar esta propuesta de disefio de un agente de busqueda inteligente, se determinan las siguientes
recomendaciones primordiales para futuras adaptaciones de mejora del disefio planteado. Estas recomendaciones
consideran tanto las limitaciones identificadas como las oportunidades de ampliacion del sistema.

Aunque el sistema ya responde a preguntas en lenguaje natural, por ejemplo, mediante Postman o desde el
flujo automatizado en N8N, su uso actual requiere conocimientos técnicos. Se recomienda desarrollar una
interfaz web sencilla y segura que se integre con los sistemas existentes de la empresa, permitiendo que
analistas, gestores y técnicos consulten informacion de requerimientos que necesiten.

Este disefio fue pensado para ejecutarse en servidores de la empresa, sin embargo, el modelo Llama requiere
recursos significativos, especialmente en CPU y memoria RAM. Para garantizar una experiencia fluida en
produccion.

En esta fase se trabajo exclusivamente con documentos e issues del repositorio GitLab. Sin embargo, la
infraestructura empresarial incluye otras fuentes valiosas como bases de conocimiento. Se recomienda
adaptar el flujo para que incorpore y procese automaticamente estos recursos, fortaleciendo la base vectorial
con informacion mas completa.

Se recomienda mejorar la estructura de los prompts enviados al modelo Llama, especialmente para escenarios
empresariales en los que la precision es critica. Esto puede lograrse mediante instrucciones mas estrictas, el
uso de delimitadores seménticos, la inclusion ejemplos representativos dentro del mismo mensaje que
orienten la respuesta esperada incluso ajustes dindmicos del prompt segin el tipo de requerimiento.

Debido a que el disefio estd orientado a integrarse en la infraestructura de la empresa, serd necesario
incorporar mecanismos de control de acceso, autenticacion de usuarios y trazabilidad de consultas. Estos
aspectos no fueron cubiertos en esta propuesta, pero deben ser considerados para tener un mejor control a la
informacion expuesta en este disefio.
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